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Page 92. Equations [B1] should be:

$$
\begin{aligned}
& \Psi *(x, \bar{x}, r, \bar{r})=\sqrt{r \bar{r}} \frac{2}{k}\left[\left(1-\frac{k^{3}}{2}\right) K(k)-E(k)\right] \\
& V_{x}^{*}(x, \bar{x}, r, \bar{r})=\frac{1}{\sqrt{(x-\bar{x})^{2}+(\bar{r}+r)^{2}}}\left\{K(k)-\left[I+\frac{2(\bar{r}-r) r}{(x-\bar{x})^{2}+(r-r)^{2}}\right] E(k)\right\} \\
& V_{r}^{*}(x, \bar{x}, r, \bar{x})=\frac{\bar{x}-x}{\sqrt{(x-\bar{x})^{2}+(\bar{r}+r)^{2}}}\left\{K(k)-\left[I+\frac{2 \bar{r} r}{(x-\bar{x})^{2}+(\bar{r}-r)^{2}}\right] E(k)\right\}
\end{aligned}
$$

The next to the last equation should De:

$$
\sigma \equiv \sqrt{(x-\bar{x})^{2}+(r-\bar{x})^{2}} / \bar{i}
$$

Page 133, Figure 10b: The dashed IIne was taken Erom Ref. 4 (not Ref. 1). Page 135, Figure 11b: Thé data represented by tite circle were taken from Figure lla (not Figure 14a).
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SUMMARY
The problem of the axisymmetric flow of an ideal incompressible fluid through an impulse disc bounded by a thin shroud is considered. A systematic calculation procedure is developed, suitable for use on a large electronic digital computer. The shroud and slipstream are represented by a continuous surface distribution of ring vortices. The correct slipstream shape is approached by successive approximations.

The results of calculations of the slipstream contraction ratio, in the static case, for cylindrical, conical, and parabolic-cambered shrouds, are presented. It is found that the slipstream contracts less severely, in the case of very short cylindrical shrouds, than had previously been supposed. Also for cylindrical shrouds, it is found that an excellent estimate of the slipstream contraction ratio can be obtained from a comparatively brief calculation, essentially equivalent to a calculation from the linearized theory, provided the estimate is based on the product of velocity and vortex density at the
trailing edge rather than on the vortex density alone. These results have practical interpretations, within the framework of the onediniensional shrouded propeller theory, in terms of shrouded propeller static efficiency and thrust ratio. However, such interpretations must be made cautiously until the proper experimental evidence is developed. The theoretical results provide a useful guide for the planning and evaluation of proper experiments.

The method of calculation is also applicable to axisymmetric flows about (a) shrouded impulse discs at finite thrust coefficients, (b) circular inlets, and (c) arbitrary annular and solid bodies of revolution. Internal flows within circular ducts can be closely approximated by the internal flows within very long shrouds. A few calculative results are presented to illustrate these applications.

The accuracy of the method has not been definitely established because, in most of the cases considered, there were no exact solutions available for comparison. By all indications, however, careful application of the method can yield results which are, for ordinary engineering purposes, equivalent to exact solutions.

## NOTATION

| ${ }^{A} p$ | propeller disc area, square feet |
| :---: | :---: |
| $A_{t}$ | shroud exit area, $\Pi \bar{r}_{\mathrm{N}}{ }^{\text {a }}$, square feet |
| $\mathrm{C}_{\mathrm{T}}$ | thrust coefficient, $T /\left(\frac{1}{2} \pi \bar{r}_{N}^{2} \rho U^{2}\right)$ |
| e | fractional error [(approximate value) $\div($ exact value) - 1] |
| $\mathrm{F}_{1}$ | ratio $\bar{\gamma}_{i} / \bar{\gamma}_{N}$ |
| $\mathrm{f}(\mathrm{S})$ | ratio $\gamma(S) / \gamma\left(S_{t . e}\right)$ |
| $K(k), E(k)$ | complete elliptic integrals of the first and second kind, respectively |
| $\ell$ | shroud chord, feet |
| N, M | numbers of cone-frustum segments used to approximate the shroud and slipstream, respectively |
| P | power expended by the propeller, $1 \mathrm{~b}-\mathrm{ft} / \mathrm{sec}$ |
| $\mathrm{R}_{\infty}$ | limiting slipstream radius, far downstream, feet |
| S | curvilinear coordinate of a point on the shroud or slipstream surface, measured along the surface from the shrour leading edge, feet |
| 8 | curvilinear coordinate of a point on a surface composed of cone-frustum.segments, feet |
| T | total thrust, pounds |
| $\mathrm{T}_{\mathrm{p}}$ | propeller thrust, pounds |
| U | free-stream velocity, feet per second |
| $\begin{aligned} & w u \\ & u, v \end{aligned}$ | axial and radial components of the velocity at a general point |
| V | ```mean velocity at a point on the vortex sheet (that is, mean of the surface velocities on either side of the sheet) feet per second``` |


| $\stackrel{\rightharpoonup}{\mathrm{V}}$ | surface velocity, feet per second |
| :---: | :---: |
| $\mathrm{V}_{1}$ | axial velocity within the far slipstream |
| $\mathrm{V}_{\mathrm{x}}, \mathrm{V}_{\mathrm{r}}$ | axial and radial components of the velocity $V$, feet per second |
| $\mathrm{V}_{\mathbf{x}}{ }^{*}, \mathrm{~V}_{\mathbf{r}}{ }^{*}$ | axial and radial velocity influence functions, feet ${ }^{-1}$ |
| $\mathbf{X}, \mathrm{R}$ | axial and radial coordinates of a point on the shroud or slipstream surface, feet |
| $\mathbf{x}, \mathbf{r}$ | axial and radial coordinates of a general point, feet |
| $x_{1}, r_{1}, s_{1}$ | coordinates of the first point of the ith conemfustum segment, feet |
| $\overline{\mathbf{x}}_{1}, \overline{\mathbf{r}}_{1}, \overline{\mathbf{B}}_{1}$ | coordinates of the midpoint of the ith segment (that is, $\bar{x}_{1}=\frac{1}{2}\left(x_{1}+x_{i+1}\right)$, etc.) except, when $1=1$, coordinates of the first point of the first segment, also the leading edge of the shroud, feet |
| $\bar{x}_{N}, \bar{r}_{N}, \bar{s}_{N}$ | coordinates of the shroud trailing edge, feet |
| $a_{1, j}$ | stream function influence coefficient, square feet ( $a_{i, j} \bar{\gamma}_{j}$ is the value of the stream function at the point $\left(\bar{x}_{i}, \vec{r}_{i}\right)$, due to the pulse $\left.\gamma_{j}(s)\right)$ |
| $\mathrm{b}_{1, j}, c_{1, j}$ | axial and radial velocity influence coefficients, dimensionless |
| $\left.\begin{array}{l} a_{1, j-} \\ b_{1, j-} \\ c_{1, j-} \end{array}\right\}$ | partial values of the influence coefficients, corresponding to the first part of the pulse $\gamma_{j}(s)$ $\left(a_{i, j}=a_{i, j-}+a_{i, j+}, \text { etc. }\right)$ |
| $\left.\begin{array}{l} a_{1, j+} \\ b_{1, j+} \\ c_{1, j+} \end{array}\right\}$ | partial values of the influence coefficients, corresponding to the second part of the pulse $\gamma_{j}(s)$ $\left(a_{i, j}=a_{i, j-}+a_{i, j+}, \text { etc. }\right)$ |


| $\alpha_{i}$ | semi-vertex angle of the ith segment, radians (subscript omitted when not required for clarity) |
| :---: | :---: |
| $\gamma$ | density of ring-vortex singularity distribution, divided by $2 \pi$, feet per second |
| $\gamma_{i}(\mathrm{~s})$ | pulse of continuously distributed ring-vortex singularities defined over the 1 th and ( $1-1$ ) th cone-frustum segments, feet per second |
| $\bar{\gamma}_{1}$ | characteristic value of $\gamma_{1}(\mathrm{~s})$, feet per second |
| $\eta_{F}$ | Froude efficiency ( $\eta_{F}=T U / P$ ) |
| $\eta_{s t}$ | $\text { static efficiency }\left(\eta_{\mathrm{st}}=\eta_{\mathrm{st}}=\frac{\mathrm{T}^{3 / 3}}{2 \sqrt{\rho A_{t}} P}\right)$ |
| $\phi$ | slipstream contraction ratio ( $\left.R_{\infty} / \bar{r}_{N}\right)^{2}$ |
| $\rho$ | fluid density, slugs per cubic foot |
| $\Psi$ | value of Stokes' stream function, cubic feet per second |
| \%* | stream-function influence function, feet |

## INTRODUCTION

The advent of the high speed electronic computer has made it practical to solve many problems in fluid mechanics which would have required prohibitive labor in an earlier era. The present investigation is concerned with bringing the power of this modern tool to bear against certain problems of the axisymmetric flow of an ideal incompressible fluid which have resisted previous efforts at solution.

In Part I, the problem of the axisymmetric potential flow through a shrouded impulse disc is considered. This is a boundary value problem of a non-classical mixed type which had previously been solved only in cases for which the second boundary condition could be disposed of by a simple assumption. A systematic method of calculation is developed, tried out, and discussed.

The motivation for the investigation of Part I comes from certain practical problems of the shrouded propeller, associated with the concept of slipstream contraction. However, Part I is confined primarily to consideration of the mathematical problem of the shrouded impulse disc. The practical aspects are discussed in Part II, in the context of the results of calculations.

It is found that the method of calculation developed to solve the problem of the shrouded impulse disc is also directly applicable to certain other problems; and that it could, by means of straightforward modifications and extensions, be developed into a rather general and powerful tool for axisymmetric potential flow calculations. These further applications and possible extensions are also discu d briefly in Part II.

PART I - A METHOD FOR CALCULATING THE AXISYMMETRIC POTENTIAL FLOW THROUGH A SHROUDED IMPULSE DISC IN THE STATIC CASE

The shrouded impulse disc is a mathematical idealization of the shrouded propeller, wherein the fluid which passes through the propeller is imagined to receive a uniformly discontinuous increase in total pressure, and to flow downstream in a sharply defined stream tube, called the slipstream. Further, the velocity is imagined to be free from azimuthal components, and to be continuous everywhere except at the boundaries of the flow; that is, at the shroud and slipstream surface.

This idealization obviously greatly enhances the possibilities of calculating the flow in detail. On the other hand, many of the details of the flow so calculated will differ markedly from those of a real flow through a real shrouded propeller.

The question of the applicability of shrouded impulse disc results to practical shrouded propeller problems will be discussed at length in Part II of the present investigation. Part I is restricted to consideration of the mathematical problem of the idealized shrouded impulse disc.

In the exact theory of the shrouded impulse disc, the shroud shape is regarded as known. The flow and the slipstream shape are to be determined so that the shroud and slipstream are part of a common stream tube; and so that there is a uniform discontinuity in squared velocity across the slipstream boundary.

Previous theories have provided approximate solutions of this problem, subject to assumptions which can be justified only if the siipstream
diameter is nearly constant. Therefore, these theories have been of very limited value for estimating the slipstream contraction. PREVIOUS THEORIES

Access to the technical literature related to shrouded propellers was greatly facilitated by Sacks' and Burnell's (Reference 1) comprehensive bibliography, which includes brief critiques of many of the important works

Current practical understanding of the shrouded propeller is based, In large part, on the one-dimensional momentum theory of the shrouded impulse disc. A fairly thorough account of this theory is given by Kiger (Reference 2). The essential elements are reviewed herein, at the beginning of Part II. A number of useful relationships between the thrust, powre expenditure, and forward velocity are deduced by applying the principiss of conservation of momentum and energy to the flow in the slipstream far iownstream from the shroud. The one-dimensional theory gives no predictia. of the slipstream contraction, however, and, to apply the theory successfily, one must have prior information on the slipstream contraction from some. independent source.

A second theoretical approach, which can yield a prediction of the slipstream contraction, is provided by the method of singularities. This approach to the shrouded impulse disc problem appears to have been first developed to the point of application by a team of investigators in Germany during the World War II period. A lucid account of the main features of: this work, with references to the original papers, was subsequently published by two of these investigators, Küchemann and Weber (Reference $\mathrm{H}^{\circ}$. The axisymmetric flow about a shrouded impulse disc with negligible shroud thickness and small (but not necessarily negligible) camber was
represented by a distribution of ring vortices on a semi-infinite cylinder, originating at the leading edge of the shroud. The vortex distribution was assumed to be uniform downstream of the shroud trailing edge. The vortex distribution along the length of the shroud was solved for, applying the boundary condition (equivalent to that applied by Glauert (Reference 4) in his thin-airfoil theory) that the flow at a point on the cylinder containing the singularities should be parallel to that at the corresponding point on the shroud. The solutions actually obtained were carried out by a numerical process, in which the boundary condition was satisfied at a finite number of points along the shroud. A second boundary condition, equivalent to the Kutta condition of airfoil theory, was shown to be satisfied merely by requiring that the vortex distribution be continuous at the trailing edge. (The numerical process involved the use of tables of the stream function and velocity component's for an isolated vortex ring (Reference 5), based on the solution for flow around a vortex ring, which was given in terms of the complete elliptic integrals by Lamb (Reference 6).) It was argued that the solutions obtained in this manner afforded valid approximations in all cases in which the stream surface defining the shroud and slipstream deviated little from the cylinder on which the singularities were placed. This requirement was shown to be satisfied, in general, when the thrust coefficient was small. In the case of high thrust coefficients (including the static case), a valid approximation was assured only if the shroud was cylindrical and of sufficiently long chord to assure a slipstream contraction ratio of nearly unity. Thus, the application of such results to the prediction of the contraction ratio was severely limited.

This general approach to the problem is usually referred to as
"linearized shrouded propellër theory." The linearized theory twas been further developed by a number of more recent investigators, who hawe also considered some of the effects of shroud thickness, finite center bodies, and propellers with finite numbers of blades and non-uniform loading. However, the 1imitations on application of the linearized theory to the prediction of slipstream contraction have not been alleviated. Ferr an account of these developments, the reader is referred to Morgan (Baeference 7). Despite the known limitations of the linearized theory, it has nevertheless been applied by some investigators to the calculation of slidewtream contraction of the shrouded impulse disc, even in the static case, because no alternative method of calculation was available. The most exteaxsive such application was by Kriebel, Sacks, and Nielson (Reference 8), usfige a technique devised by Burggraf (Reference 9). They treated thin cyilindrical shrouds of sufficiently short chord that the flow around the shron could be considered essentially two-dimensional. (This work is particularly interesting, in that it is the only case in which explicit analytical solutions have been obtained.) Helmbold (Reference 10) presented mesults of numerical calculations (for shrouds with chords of $0.5,1.0$, and 2.0 propeller radif) in which the boundary condition was satisfied at conly three points along the chord.

To whatever extent such calculations might be valid, most of the earlier analyses using the linearized theory also produced resultes which could be interpreted to give information on the slipstream contraceion in the static case; but such interpretations were not offered by the earlier authors. For example, Küchemann and Weber (Reference 11, Figure 7) presented for cylindrical shrouds of chord/diameter ratios zero ta mity a
graph of a nondimensional variable which is directly interpretable, in the static case, as twice the contraction ratio, less one. These authors made no such interpretation, however; and, in fact, stated in regard to their representation of the slipstream by a uniform vortex cylinder that ". . the flow at advance ratio zero, of particular importance for the propeller with annular fairing, cannot be dealt with by this assumption."

## FORMULATION OF THE PROBLEM

In this section we will formulate the problem of calculating a stationary irrotational flow of an incompressible, inviscid, homogeneous fluid of infinite extent through a shrouded impulse disc, in the static case. We will restrict ourselves to the case of a shroud which is a surface of revolution, this being the simplest case of practical interest. Effects of gravitational forces and other extraneous forces will be neglected, as is usual in problems of this kind.

We will use the cylindrical coordinate system ( $x, r, \theta$ ). It is evident from symmetry that none of the properties of the flow will depend on the azimuthal coordinate, $\theta$, so the coordinates of a general point can be specified ( $\mathrm{x}, \mathrm{r}$ ), provided that, when two or more points are specified without the aximuthal coordinate, they will be understood to lie in a common meridian plane.

The shroud can specified by an equation
$r=R(x) \quad, \quad 0 \leq x \leq x_{t . e}$.


The function $R(x)$ need not be single-valued. To avoid ambiguity, we will define a curvilinear coordinate $S$, measured along the shroud from the leading edge. The shroud can then be specified by the single-valued equation.

$$
r=R(S) \quad, \quad 0 \leq s \quad \leq s_{t . e}
$$

For the present, let us assume that the slipstream boundary is a simple continuation of the shroud surface, so that the shroud and slipstr boundary together constitute a continuous semi-infinite surface of revolv describable by a single-valued function

$$
\mathbf{r}=R(S) \quad, \quad 0 \leq S
$$

although only the portion of this function which describes the shroud is known initially.

We regard the shroud as a rigid and impervious physical surface; whereas, as previously stated, the slipstream boundary is regarded as a hypothetical surface along which the normal velocity components vanish, $k$ across which we admit the possibility of a discontinuity in tangential velocity. The role of the impulse disc now becomes apparent for, under $t$ assumptions thus far stated in the present section, Bernoulli's equation

$$
p+\frac{1}{2} \rho\left(u^{2}+v^{3}\right)=p_{0}
$$

would apply, with the same constant $p_{0}$, along every streamline of the flow. Thus a discontinuity of velocity across the slipstream surface
would imply a discontinuity in pressure, which is physically unreasonable. This difficulty is avoided by postulating the existence of a closed surface, the impulse disc, which is bounded by a closed line on the surface of the shroud, and which, together with the shroud and slipstream surface, divides the space into two regions, as follows:

The first region includes all of the points on the outer suface of the slipstream boundary. Within the first region, Bernou11i's equation applies in the form

$$
p+\frac{1}{2} \rho\left(u^{\dot{z}}+\mathrm{v}^{2}\right)=\mathrm{p}_{0}
$$

The second region includes all of the points on the inner surface of the slipstream boundary. Within the second region, Bernoulli's equation applies in the form:

$$
p+\frac{1}{2} \rho\left(u^{2}+v^{2}\right)=p_{0}+\Delta p
$$

Now, a discontinuity in velocity across the slipstream boundary is permissible, provided the discontinuity in squared velocity is equal to $2 \Delta \mathrm{p} / \rho$, for there will then be no discontinuity in static pressure.

On the other hand, if we now adopt the assumption that all velocity components are continuous across the impulse disc, it is evident that there is a uniform discontinuity in static pressure across that surface. We can argue that this is physically reasonable, if we consider the impulse disc to represent a propeller, on the grounds that an approximately similar difference in the static pressure is found between points just ahead of, and just behind, a real propeller.

It will be recognized that, under the asoumptions which have been
.
introduced, we will be dealing with that class of fluid flows known as potential flow. Thorough treatments of the formulation and solution of the basic flow equations for such cases are given by Lamb, Reference 6 , and appear in innumerable other books on fluid mechanics, applied mathematics, and potential theory. However, for the sake of clarity and completeness, the complete mathematical development of the problem will be outlined, starting from the equations of continuity and irrotationality. To avoid repetitious citation of references, it will be understood that Lamb can be referred to for all aspects of this development not unique to the present problem.

The governing equations of the flow are the equations of continuity and irrotationality:

$$
\begin{array}{cl}
\frac{\partial w}{\partial x}+\frac{1}{r} \frac{\partial u r}{\partial r} & \frac{\partial u}{\partial x}+\frac{1}{r} \frac{\partial}{\partial r}(r v)=0 \\
& \frac{\partial u}{\partial r}-\frac{\partial v}{\partial x}=0
\end{array}
$$

It is convenient to introduce Stokes' stream function, $\Psi(x, r)$, defined so that

$$
\begin{aligned}
u & =\frac{1}{r} \frac{\partial \Psi}{\partial r} \\
v & =-\frac{1}{r} \frac{\partial \Psi}{\partial x} \\
\Psi(x, r) & =\int_{0}^{r} u\left(x, r^{\prime}\right) r^{\prime} d r^{\prime}
\end{aligned}
$$

(We denote these relations as Equations [1'] because, as can be verified by direct substitution, the existence of the function $\Psi(x, r)$ is a sufficient condition that the continuity Equation $[1]$ is satisfied). Our boundary conditions can now be expressed

$$
\Psi(x, R)=\Psi_{0} \quad, \quad 0 \leq x
$$

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0}\left[u^{2}(x, R-\varepsilon)+v^{2}(x, R-\varepsilon)-u^{2}(x, R+\varepsilon)-v^{2}(x, R+\varepsilon)\right]=2 \frac{\Delta p}{\rho} \tag{4}
\end{equation*}
$$

for $x_{t . e .} \leq x$.
Now, evidently the function $R(S)$ is bounded, because if $R$ increased without limit, the velocities within the slipstream must vanish and Equation (4) could not be satisfied. Moreover, it is evident that, as x increases without limit, the velocities outside the slipstream must vanish, so that the flow within the slipstream becomes uniform. This provides a relation between the quantities $\Psi_{0}$ and $\frac{\Delta p}{\rho}$, for, if we denote the limiting velocity by $u_{\infty}$ and the limiting radius by $R_{\infty}$, we have

$$
\Psi_{0}=\frac{1}{2} u_{\infty} R_{\infty}^{2}
$$

from Equation [3]; and

$$
\mathrm{u}_{\infty}^{2}=2 \Delta \mathrm{p} / \mathrm{p}
$$

from Equation [4]. Whence

$$
\mathrm{R}_{\infty}{ }^{2}=\Psi_{0} \sqrt{2 /(\Delta \mathrm{p} / \rho)}
$$

Thus we are free to specify only one of the quantities, $\psi_{0}$ or $\frac{\Delta p}{\rho}$, arbitrarily, in stating the problem. We will choose to specify $\Psi_{0}$ arbitrarily. (It may be noted further that the value given to $\Psi_{0}$, together with the arbitrary scale in which the shroud dimensions are given, serves merely to establish a scale of velocities. It will not influence the slipstream contraction.)

Let us now examine the assumption that the slipstream surface is a simple continuation of the shroud surface. This assumption could be justified by analogy with the Kutta condition of airfoil theory, but it appears that there is a better justification. Suppose the slipstream
surface met the shroud surface at a point other than the trailing edge.


Evidently, the velocities must vanish in the corners on both sides of such a juncture, and Equation [4] could not be satisfied. Moreover, we see that the slipstream not merely must meet the shroud at the trailing edge, but that the function $R(S)$ must have continuous first derivatives at all points $S \geq S_{t . e}$. Otherwise, we would have a corner, at which the velocities would vanish on one side of the surface and become unbounded on the other side, and again Equation [4] could not be satisfied. (One can conceive of cases in which these simple arguments would not hold. For example, a shroud might have a cusp between the specified leading and trailing edges, at which the slipstream might meet without violation of Equation [4]; but such exceptions are evidently without practical interest.)


Now let us collect the pertinent relations together. Equations [1] and [2] can be replaced by a single equation expressing the condition of irrotationality in terms of the stream function.

$$
\frac{\partial^{2} \psi}{\partial x^{2}}+\frac{\partial^{2} \psi}{\partial r^{3}}-\frac{1}{r} \frac{\partial \psi}{\partial r}=0
$$

The boundary conditions can now be expressed

$$
\begin{equation*}
\Psi(x, R)=\Psi_{0}, 0 \leq x \tag{3}
\end{equation*}
$$

$\lim _{\varepsilon \rightarrow 0}\left[u^{2}(x, R-\varepsilon)+v^{2}(x, R-\varepsilon)-u^{2}(x, R+\varepsilon)-v^{2}(x, R+\varepsilon)\right]=$ a constant
for $x_{t . e} \leq x$. The velocities $u$ and $v$ are given in terms of the stream function by Equation [1'].

Given a shroud, and the boundary value $\Psi_{0}$ of the stream function, one is to find a solution $\Psi(x, r)$ of Equation $\left[2^{\prime}\right]$ which has the value $\Psi_{0}$ on the shroud surface, and which satisfies the condition [4'] along the rest of the stream surface $\Psi=\Psi_{0}$.

Equation $\left[2^{\prime}\right]$ is readily solved by the method of separation of variables, and has solutions of the form

$$
\Psi(x, r)=r\left(A_{k} e^{k x}+B_{k} e^{-k x}\right) \quad J_{1}(k r)
$$

where $J_{1}$ is the Bessel function of first order and first kind, and where $k$ can assume any value whatever, real or complex.

We require solutions corresponding to velocities which are continuous and bounded everywhere except on the surface

$$
\mathbf{r}=R(x) \quad, \quad 0 \leq \mathbf{x}
$$

whereas it is found that individual solutions of the above type correspond to velocities which are unbounded at infinity. However, it is shown in Reference 6 that, by superposition of infinitely many of these elementary solutions in the form of a definite integral, a composite solution

$$
\Psi(\bar{x}, \bar{r})=\frac{\Gamma}{2} \mathbf{r} \bar{r} \int_{0}^{\infty} e^{-k|x-\bar{x}|} J_{1}(k r) J_{1}(k \bar{r}) d k
$$

(with $k$ real) can be formed, which corresponds to velocities which are
bounded and continuous at all points except on the circle ( $x, r$ ). In fact, this expression gives the stream function at a point ( $\bar{x}, \bar{r}$ ) due to a discrete vortex ring of circulation $\Gamma$ at the position ( $x, r$ ). (There are other solutions which satisfy this condition; for example, the stream functions of ring vortices and ring doublets. However, since we have to deal with a boundary condition on the discontinuity of tangential velocity across a surface, it will be seen that the ring vortex is a natural choice.)

Lamb also gives an equivalent and more convenient form of this solution, in terms of the complete elliptic integrals. A concise review of Lamb's derivation is given herein in Appendix E. The result is:

$$
\begin{equation*}
\Psi(\bar{x}, \bar{r})=\frac{\Gamma}{2 \pi} \sqrt{r \bar{r}} \frac{2}{k}\left[\left(1-\frac{k^{2}}{2}\right) K(k)-E(k)\right] \tag{5}
\end{equation*}
$$

where $K(k)$ and $E(k)$ are the complete elliptic integrals of the first and second kinds, with modulus

$$
k=\sqrt{\frac{4 r \bar{r}}{(x-\bar{x})^{2}+(r+\bar{r})^{2}}}
$$

We can now construct a solution of Equation [2'] which has the required properties, as a superposition of infinitely many solutions of the type given in Equation [5], in the form of another definite integral. In other words, we can consider that $\mathbb{Y}(\bar{x}, \bar{r})$ arises from a distribution of coaxial ring vortices on the surface $r=R(S)$. Since we are concerned only with points on this surface, it is convenient to write Equation [5] in the form

$$
\mathrm{d} \Psi(\bar{S})=\gamma(S) d S \psi *(S, \bar{S})
$$

where $\gamma(S) d S$ has taken the place of $\frac{\Gamma}{2 \pi}$, and is the circulation around the element of surface between $S$ and $S+d S$, divided by $2 \pi$; and the
function $\psi *(S, \bar{S})$, which we shall call the stream-function influence 3: function, represents the remaining factors of the right-hand member of Equation [5].

The rather awkward notation of Equation [4'] can be avoided if we note that the magnitude of the velocity discontinuity across the surface
$r=R(S)$ is precisely $2 \pi \gamma(S)$.
$\Gamma$


If we denote the mean tangential velocity at a point of this surface by $V(S)$, the discontinuity in squared velocity across the surface is

$$
\begin{equation*}
[V(S)+\pi \gamma(S)]^{2}-[V(S)-\pi \gamma(S)]^{2}=4 \pi \gamma(S) V(S) \tag{6}
\end{equation*}
$$

The axial and radial components $\mathrm{V}_{\mathrm{X}}$ and $\mathrm{V}_{\mathrm{r}}$ of the velocity V can be obtained by differentiating the stream function according to Equation [1']. The results are given by Reference 3. We will write the results here in the form

$$
\begin{align*}
& d V_{x}(\bar{S})=\gamma(S) d S \quad V_{x} *(S, \bar{S}) \\
& d V_{r}(\bar{S})=\gamma(S) d S \quad V_{r} *(S, \bar{S})
\end{align*}
$$

analogous to Equation [5'] above. Detailed expressions for the axial and radial velocity influence functions are given herein in Appendix $B$.

We can now express the boundary conditions Equations [3] and [4'] in terms of solutions of the differential equation (Equation [2']), with the aid of Equations [5'], [6], and [7]:

$$
\psi(\bar{S})=\int_{0}^{\infty} \psi *(S, \bar{S}) \gamma(S) \mathrm{dS}=\psi_{0}, \quad S \geq 0
$$

$$
\left.\begin{array}{c}
\gamma(\bar{S}) V(\bar{S})=\text { a constant, } s \geq s_{\text {t.e. }} \\
V(\bar{s})=\left\{\left[\int_{0}^{\infty} v_{x} *(S, \bar{s}) \gamma(S) d s\right]^{3}+\left[\int_{0}^{\infty} v_{r} *(s, \bar{s}) \gamma(s) d s\right]^{2}\right\}^{\frac{3}{2}}
\end{array}\right\}\left[4^{\prime \prime}\right]
$$

We must not lose sight of the fact that, in these equations, the influence functions $\Psi *, V_{X} *, V_{r} *$ have specific meaning only in terms of a specific function $R(S)$, since the same thing may be said of the variables $S, \bar{S}$ themselves, and that the function $R(S)$ is known initially only up to the point $S=S_{\text {t.e. }}$. Equations $\left[3^{\prime}\right]$ and $\left[4^{\prime \prime}\right]$ thus constitute two equations in the two unknown functions

$$
\begin{aligned}
& R(S) \quad, \quad S>S_{t . e .} . \\
& \gamma(S) \quad, \quad S \geq 0
\end{aligned}
$$

It is evident, from the discussion of previous theory in the preceding section, that we cannot expect to find nontrivial analytic solutions of the pair of Equations [ $3^{\prime}$ ] and [ $4^{\prime \prime}$ ]. Previous investigators, even by neglecting the second boundary condition entirely, and retaining a single equation equivalent to Equation [ $3^{\prime}$ ], have succeeded in obtaining analytic solutions (or numerical solutions, for that matter) only by means of still further simplifying assumptions regarding the representation of the slipstream; and even then, only in cases of small thrust coefficients or of cylindrical shrouds. We shall therefore proceed immediately to attempt solution of the problem by numerical approximation.

METHOD OF SOLUTION
We have seen that the successful previous treatments of the shrouded propeller and the shrouded impulse disc by the method of singularities proceeded on the following scheme: A sufficiently strong assumption was
made on the mathematical representation ars the slipstream that the bou dary condition on the shroud itself comld be expressed by a single definite integral equation with finite lains of integration. This equation yielded a solution which mas assumed, subject to appropriate restrictions, to be approximately consistint with the two boundary conditions on the slipstream.

We will begin with the same scheme; \%ut then, since we must anticipate that, in general our first solution will not be consistent with the boundary conditions on the slipstream we will seek to improve the mathematical representation of the slipstream by successive approximation.

A systematic calculating procedure a ${ }^{\text {wing }}$ this line, suitable for execution on a large electronic digital computer, is developed in detail in Appendix A. For the sake of continuity, the essential elements of this development will be indicated brieflis here.

The following simplifying assumptionss are introduced:

1. It is assumed that the distributs on of vortices on the shroud and slipstream can be represented by a contimous distribution $\gamma(S)$ on a continuous system of cone-frustum segmentis ( $N$ of which approximate the shroud shape and $M$ of which approximate the slipstream shape), the function $\gamma(S)$ being further represented a superposition of $N+M$ simple pulse functions as illustrated in Figure 1.
2. It is assumed that, if such a rapresentation is found so that the boundary condition $\Psi=\Psi_{0}$ is satisfied at the leading edge and at the midpoint of the second segment and each aracceeding segment except the last (which is taken to be semi-infinite in length), and so that the second boundary condition of the $s$ lipstryam ( $\gamma=$ a constant) is satisfied
at the midpoint of the Nth through ( $N+M-1$ )th segments, this representation will constitute an approximate solution of the exact problem, Equations [3'] and $\left[4^{\prime \prime}\right]$.

These assumptions are justified initially by the fact that similar assumptions, introduced by Smith and Pierce in their treatment (Reference 12) of the Neumann problem for bodies of revolution, led to excellent approximations in the cases which they considered. (Smith and Pierce represented bodies of revolution by stepwise continuous distributions of ring sources on systems of cone-frustum segments.) Further justification will be provided, after the fact, by demonstrating that the method of calculation developed herein also gives excellent approximate solutions, In certain cases for which exact solutions are known.

With these assumptions, the stream function and mean velocity components at a point $s=\bar{s}_{i}$ of the system of cone-frustum segments (where $\bar{s}_{i}$ is a point on the leading edge, and otherwise $\bar{s}_{i}$ is a midpoint of the ith segment) can be expressed by linear algebraic equations,

$$
\begin{align*}
& \Psi\left(\bar{s}_{i}\right)=\sum_{j=1}^{N+M} a_{i, j} \bar{\gamma}_{j}  \tag{8}\\
& v_{x}\left(\bar{s}_{i}\right)=\sum_{j=1}^{N+M} b_{i, j} \bar{\gamma}_{j} \\
& V_{r}\left(\bar{s}_{i}\right)=\sum_{j=1}^{N+M} c_{i, j} \bar{\gamma}_{j}  \tag{9}\\
& V\left(\bar{s}_{i}\right)=\left[v_{x}^{a}\left(\bar{s}_{i}\right)+v_{r}^{2}\left(\bar{s}_{i}\right)\right]^{\frac{1}{2}}
\end{align*}
$$

where $\bar{\gamma}_{j}$ is a variable characterizing the vortex density of the pulse $\gamma_{j}(s)$; and the influence coefficients $a_{i, j}, b_{i, j}$, and $c_{i, j}$ depend only upon the geometry of the system of cone-frustum segments.

The development of practical and accurate procedures for calculating these influence coefficients, given the shape of the system of segments, constitutes a main problem of the present investigation. This problem (which resolves itself into five distinct cases, depending upon the nature of the pulse $\gamma_{j}(s)$ and the geometric relationship of the point $\bar{s}_{i}$ to the cone-frustum segments over which this pulse is defined) does not lend itself to brief discussion. The interested reader is referred to the detailed development in Appendix $A$.

Now suppose we have been given a shroud and the constant boundary value $\Psi_{0}$, and have chosen a system of $N$ cone-frustum segments which approximates the shroud. As a first approximation, we choose a continuation of this system (M additional segments, the last of which is a semi-infinite cylinder) to represent the slipstream. Further, we choose a set of numbers ( $F_{i}=\bar{\gamma}_{i} / \bar{Y}_{n}, N+1 S i S N+M$ ) to represent a first approximation to the shape of the vortex distribution on the slipstream. The influence coefficients now become known constants; and in Equation [8], the last $M+1$ terms of the summation reduce to a single known constant multiplied by $\bar{\gamma}_{N}$. Application of Equation [8] to the first $N$ points $\bar{s}_{i}$ results in a system of $N$ equations in the $N$ unknown variables $\bar{\gamma}_{j}$, which can be solved for the values of these variables consistent with the condition

$$
\Psi\left(\bar{s}_{i}\right)=\Psi_{0} \quad, \quad 1 \leq 1 \leq N
$$

Now, Equations [8] and [9], can be applied to learn how nearly consistent our first approximation is, with the boundary conditions along the slipstream (which we have thus far neglected). That is, we tabulate the
sets of quantities

$$
\left.\left.\gamma\left(\bar{s}_{i}\right) V\left(\bar{s}_{i}\right) \quad\right\}\left(\bar{s}_{i}\right) \quad\right\} \quad N+1 \leq i \leq N+M-1
$$

If the first of these sets were uniformiy equal to $\Psi_{o}$ and the second were uniformly equal to $\gamma\left(\bar{s}_{N}\right) V\left(\bar{s}_{N}\right)$ we wuld consider the problem solved. In general, of course, this will not be the case, and we will seek to improve the first assumption on the shaye of the slipstream and the shape of the vortex distribution on the slipstream. If we have a method of doing this, we can, of course, repeat the procedure described above as many times as we like, improvim the assumptions after each cycle of calculation, until we have a silution as nearly consistent with the boundary conditions on the slipstrean as desired.

The problem of deducing an improved estimate of the slipstream shape and vortex distribution is approacted under the following tentative assumptions:

1. It is assumed that the radial czordinate of a general point on the slipstream surface is a single-valuef function of the axial.
coordinate. Thus, the successive estimates of the slipstream shape need differ only in the radial coordinates.
2. It is assumed that, if the kth $\equiv$ stimate, wherein the radius at the ith segment midpoint was taken to be $r_{k}\left(\bar{s}_{i}\right)$, leads to a boundary value $\Psi_{k}^{\prime}\left(\overline{\mathbf{s}}_{\mathbf{i}}\right)$ at this point, then a new extimate

$$
r_{k+1}\left(\bar{s}_{i}\right)=r_{k}\left(\bar{s}_{i}\right) \quad \sqrt{\Psi_{0} / \Psi_{k}\left(\bar{s}_{i}\right)}
$$

will lead to an improved approximation; $\pi$, if not, then some new estimate ying between these two values if $r\left(\bar{s}_{i}\right)$ will lead to an improved
approximation.
3. It is assumed that, if the kth estimate leads to a boundary value $\mathrm{V}_{\mathrm{k}}\left(\bar{S}_{i}\right)$ at this point, then a new estimate $\mathrm{F}_{1}=\mathrm{V}_{\mathrm{k}}\left(\overline{\mathrm{S}}_{\mathrm{N}}\right) / \mathrm{V}_{\mathrm{k}}\left(\overline{\mathrm{S}}_{\mathrm{i}}\right)$ will lead to an improved approximation.

The first of these assumptions is rather obviously justified in cases of practical interest.

The second assumption is a generalization of the result that, for an infinitely long cylinder of uniformly distributed ring vortices, the value of the stream function at the boundary is proportional to the square of the radius (since the internal velocity in such a case is uniformly $2 \pi \gamma$, independent of the radius). Thus the expression given in the second assumption can be expected to give a correction of the right order of magnitude; and in any case, it is in the correct sense to move the vortex tube for the ( $k+1$ ) th cycle of calculation toward the location which the stream tube $\Psi=\Psi_{0}$ occupied at the kth cycle.

The third assumption reflects the consideration that the velocity at a point of the boundary of a long vortex tube is changed only slightly by a change in the vortex density in the immediate neighborhoo of the point. For example, while the mean velocity on the boundary of an infinite uniform vortex cylinder is $\pi \gamma$, it can be shown (Appendix $A$, Equation $[A 7 c]$ ) that the mean velocity at the midpoint of a short uniform vortex cylinder, with a length of two-tenths its radius, is only about $0.44 \gamma$. Thus, on the long cylinder, the effect of halving th vortex density everywhere within one-tenth radius of a given boundary point is to change the mean velocity at this point by only about seven percent.

Thus, while a procedure for successive estimates based on these assumptions may not be strictly and generally justified, the r-adjustment and F-adjustment indicated are at least plausible, when considered separately. It is much more difficult to fustify applying both adjustments simultaneously. Especially, it might be expected that adjustments In the shape of the vortex tube would affect the mean velocity on the boundary appreciably. Indeed, we need not make the adjustments simultaneously; we can make them individually on alternate cycles of calculation. However, it was found by trial that a process of simultaneous adjustment is more efficient, under ordinary circumstances, and gives successive solutions which converge satisfactorily toward consistency with the boundary conditions on the slipstream. This procedure is described in detail in Appendix $A$.

In summary, we have replaced the integral equations [ $\left.3^{\prime}\right]$ and $\left[4^{\prime \prime}\right]$, which express the boundary conditions at every point of the shroud and slipstream, with sets of algebraic equations (see Appendix A, Résumé of the Calculating Procedure, Equations $\left[A 1^{\prime}\right]$ and $\left[A 2^{\prime}\right]$ which express the boundary conditions at finite numbers of control points along the shroud and slipstream. Moreover, we have adopted a cyclic calculating procedure, at each cycle of which we use an "interim boundary condition"

$$
\Psi\left(\bar{s}_{i}\right)=\sum_{j=1}^{N-1} a_{i, j} \bar{\gamma}_{j}+\bar{\gamma}_{N} \sum_{j=N}^{N+M} a_{i, j} F_{j}=\Psi_{0} \quad, \quad 1 \leq i \leq N
$$

which applies at the control points of the shroud only.
The main features of this procedure are

1. Selection of a first approximate representation

$$
\begin{aligned}
& \left(x_{i}, r_{i}, 1 \leq i \leq N+M\right) \\
& \left(F_{i}, \quad W 1 \leq i \leq N+M\right)
\end{aligned}
$$

of the shape of the shroud and slizestream and relative vortex distribution along the slipstream.
2. Calculation of the influemce coefficients $a_{i, j}, b_{i, j}$, and $c_{i, j}$.
3. Solution of $N$ equations, $\mathbf{m}$ anknowns, from the "interim boundary condition" to yield valmes of $\bar{\gamma}_{j}, 1 \leq j \leq N$.
4. Evaluation of the errar the boundary conditions along the slipstream, by calculating

$$
\left.\begin{array}{l}
\Psi\left(\bar{s}_{i}\right) \\
\gamma\left(\bar{s}_{i}\right) W\left(\bar{s}_{i}\right)
\end{array}\right\} N \leq i \leq N+M-1
$$

These must ultimately become umfern sets.
5. Calculation of improved timates

of the shape and vortex distribution of the slipstream. The cyclic procedure is to be continued unf 11 the errors, as evaluated at step 4, are suitably small. The detains of the procedure are developed and summarized more explicitly in Appendix A.

## PRELIMINARY CALCULATIONS

A limited series of calculations of slipstream contraction was undertaken, with the dual objectives of (a) confirming the feasibility of making such calculations by the procedure proposed and (b) providing improved quantitative knowledge of slipstream contraction, for future use in shrouded propeller theory and design.

For this purpose, the callemiating procedure outlined in the preceding
section and developed in detail in Appendix $A$ was translated into a FORTRAN language computer program for compilation and execution by the LARC digital computer system of the David Taylor Model Basin. The FORTRAN coding was performed by the writer, with substantlal assistance from Model Basin staff mathematicians, especially Mr. Dan M. Walker. For each calculation, input data were supplied to the LARC system in the form of punched cards presenting the $N+M$ pairs of initial coordinates ( $x_{i}, r_{i}$ ) and the $M$ initial values of $F_{1}$. Results were received from the system in the form of printed tabulations presenting the current values $\bar{\gamma}_{i}, r_{i}, F_{i}$, $\gamma\left(\bar{s}_{i}\right) V\left(\bar{s}_{i}\right)$, and $\Psi\left(\bar{s}_{i}\right)$ at the end of each iterative cycle, plus certain supplementary data, at the end of the last cycle, from which the surface velocities at each point $\left(\bar{x}_{i}, \bar{r}_{i}\right)$ could be found if desired. The target boundary value, $\Psi_{0}$, of the stream function, was defined by the program to be one-half. The slipstream contraction is, of course, independent of $\Psi_{0}$, and velocities scale linearly with $\Psi_{0}$.

Early trials of the computer program were directed toward a very brief investigation of the convergence of the iteration process, and toward obtaining a preliminary notion of the number and spacing of conefrustrum segments required for adequate representation of the shroud and slipstream.

CONVERGENCE - As discussed in Appendix A, the first formulation of the iterative calculation procedure overestimated the required adjustments in slipstream radius at the end of each cycle, and did not produce acceptable convergence. However, after several fruitless efforts, a simple modification of the procedure (wherein the r-adjustments were, in effect, first estimated by the original formula, but then multiplied by
a variable factor, ranging from one-third for very small adjustments to nearly unity for large adjustments, before being applied) was found which did produce satisfactory convergence. This is illustrated by Figure 2 , which presents for comparison the results from the first, second, fifth, and twentieth cycles of calculation, for a short cylindrical shroud $\left(\ell / \bar{r}_{\mathrm{N}}=0.20\right)$. Tabulated results, from the first ten cycles of this calculation, and the twentieth cycle, are presented in Table 1.

As is evident from Table 1 , the calculations could well have been terminated long before the twentieth cycle. However, an early decision was made to run all of the calculations of slipstream contraction for twenty iterative cycles, for the following reasons: The LARC computing system has no provision for on-line inspection of intermediate results. It is therefore necessary to decide in advance when the calculation will be terminated. (The alternative possibility, of programming the computer to terminate whenever some specified convergence criterion was satisfied, was rejected because no sufficiently simple and reliable convergence criterion was evident.) Moreover, once the computing sequence has been terminated, there is no convenient way to restart it, where it left off. Finally, it was considered desirable, in these first applications of the computing procedure, to carry the calculations on for a liberal number of iterative cycles in order to guard against the possibility that a sequence of successive solutions which appeared to be converging might not continue to converge, or might converge to a different destination than would be guessed from the first several cycles.

The convergence of successive solutions illustrated by Figure 2 and Table 1 turned out to be typical of that which occurred for all iterative
calculations reported herein, Fith the following qualification: The convergence was somewhat more mpid for longer shrouds (larger ratio $\ell / \bar{r}_{N}$ ), and sonewhat slower for zhorter shrouds (smaller ratio $\ell / \bar{r}_{N}$ ). (In fact, for the shortest shrial attempted thus far, $\ell / \bar{r}_{N}=0.05$, it was not evident that the solutions yere converging, by the end of a twentycycle calculation in which the slipstream was represented by a uniform vortex cylinder at the first $c_{-}=1 e$. Convergence was finally obtained by starting the calculation $\sigma=\subset$ again, with a better first estimate of the slipstream shape and vortes distribution.) For very short shrouds, unless a good first estimate $i \equiv$ used, substantial changes occur in the "curvature" of the vortex she $=\boxed{z}$, as measured in the meridian plane, just downstream of the trailing $e d \equiv$ of the shroud, during the first few cycles of calculation. (The mEridian-plane section of the vortex sheet consists of straight-1ine segragts, but is understood to approximate a smooth curve, whence the concere of "curvature.") Under these circumstances, the assumption mplicit in the iteration process - that r-adjustment will affect $\Psi(s)$ zimarily, and not affect $V(s)$ very much does not hold true, and the s=iation is kept from getting out of hand only by "damping" the r-adjus-nents as discussed in Appendix A. Undoubtedly, the present method sould be applied to still shorter shrouds than attempted herein, by usi= heavier damping, and careful first estimates; but, if it were desired to approach zero chord length', it would probably become necessaz to take direct account, when estimating the r-adjustments after each $=c l e$, of the effect of these adjustments on V. Undoubtedly, such a prredure could be devised. However, there is no known practical interest, at present, in shrouds of chord shorter
than perhaps $0.4 \overline{\mathrm{r}}_{\mathrm{N}}$, so this question was not pursued in the present investigation.

REPRESENTATION OF THE SHROUD - In most of the calculations presented herein, the shroud was represented by a surface composed of 24 conefrustum segments ( $N_{=}=24$ ). In order to have reasonable assurance that this provided an adequate representation, one of the early calculations was repeated, but with $N=12$. The results of the two calculations are presented for comparison in Figure 3. The close correspondence in all features of the two results is regarded as strong evidence that the representation with $N=24$ was adequate for the simple shroud shapes studied. The estimates of slipstream contraction ratio afforded by the two calculations were equal within 0.2 percent. (The same evidence might be used to justify making the succeeding calculations with $\mathrm{N}=12$. However, the saving in the expense of the calculations would not have been significant, so the more accurate representation was used.)

REPRESENTATION OF THE SLIPSTREAM - The spacing of segments immediately downstream of the shroud trailing edge is necessarily similar to that immediately upstream, because of the consideration (previously discussed) that the widths of adjacent segments should not differ drastically. Further downstream, ail of the variables involved in the calculations vary more and more slowly, along the slipstream, so the successive segment widths can safely be increased, gradually, to the maximum allowable width 1 of about twenty percent of the local radius. The main choice to be made, as to the representation of the slipstream, is how far downstream to continue the system of cone-frustum segments before terminating it in the final ( $N+M t h$ ) semi-infinite, segment.

In most of the calculations presented herein, the $N+M$ th segment was begun at $\mathrm{x}_{\mathrm{N}+\mathrm{M}}=4 \overline{\mathrm{r}}_{\mathrm{N}}$, where x was measured from the shroud leading edge, and $\bar{r}_{N}$ was the radius of the shroud trailing edge. In order to have reasonable assurance that this provided an adequate representation, one of the early calculations was repeated, with the same segment spacing but a reduced number of segments (reduced $M$ ) such that $x_{N+M} \doteq 2 \bar{r}_{N}$. The results of the two calculations are presented for comparison in Figure 4. The close correspondence in all features of the two results is regarded as strong evidence that the representation of the slipstream with $x_{N+M}=4 \bar{r}_{N}$ was adequate. The estimates of slipstream contraction ratio afforded by the two calculations were equal within 0.1 percent.

It can be noted from Figure 4 that, if one elected to estimate the slipstream contraction ratio by taking $r_{N+M}$ as an estimate of the limiting slipstream radius (or by taking $\bar{\gamma}_{N+M}$ as an estimate of the 1 imiting slipstream vorticity, analogous to the usual practice in the linearized theory), the result would depend comparatively strongly on how far downstream the system of cone-frustum segments was carried. This dependence is largely avoided by basing the estimate of the slipstream contraction on the quantity $W$.
(In this connection, it can be noted from Table 1 that, in the particular case represented there, the value of $\gamma\left(\bar{s}_{N}\right) V\left(\bar{s}_{N}\right)$ from the first cycle of calculation--in which the entire slipstream was represented by a single semi-infinite cylinder, as in the linearized theory--would already have provided a rather good estimate of the slipstream contraction. The poscible significance of this circumstance will be investigated frother in a later section.)

COMPUTING TIME - For any one of the calculations for which results are presented herein, the time required for the LARC Computer system to perform the calculation can be roughly approximated by the formula: (Time in Minutes) $\doteq$ (Number of Iterative Cycles)

$$
x\left[\left(\frac{N+M}{60}\right)^{2}+\left(\frac{N}{30}\right)^{3}\right]+2
$$

The program will accommodate values of N up to 50 , for iterative calculations, and up to 98 for single-cycle calculations. In either case, $N+M$ cannot exceed 100 .
(The program can be modified very easily to permit values of $N$ up to, say, 90 , for iterative calculations. However, $N+M$ cannot be increased very much without fairly extensive modifications. In any event, as is apparent from the above formula, the calculations rapidly become more expensive as the numbers $N$ and $M$ are increased.)

REMARKS - It may be we 11 to point out that it has not been proven that solutions of the exact problem, (Equations [ $3^{\prime}$ ] and [ $\left.4^{\prime \prime}\right]$ ) exist; nor that, if a solution is found, it will be unique. The facts that a numerical procedure has been found to yield apparently very close approximations to such solutions, and that these results seem entirely reasonable physically, constitute circumstantial evidence of existence and uniqueness, but hardly proof. This evidence will become stronger (but not conclusive) in a later section when it is found that the same numerical procedure also yields extremely close approximations to exact solutions of other problems, for which existence and uniqueness are we 11 known.

This situation finds parallels in many other applications of
mathematics to physical problems. There is always the undeniable hazard, in such cases, that approximate methods of analysis may yield "solutions" of a problem which has no solution. This hazard is far outweighed by theadvances in knowledge which such methods, in company Finysical intuition, make possible.

PART II - APFLICATIONS AND EXTENSIONS

We have considered the problem of the axisymmetric potential flow of an incompressible fluid through a shrouded impulse disc, and have. succeeded in finding a practical method of obtaining approximate numerical solutions.

We have treated the problem of the shrouded impulse disc as a special case of the more general problem of the axisymmetric potential flow about an arbitrary surface of revolution. We may suspect, therefore, that our method might have more general applications. This possibility will be examined in a later section. First, let us consider the possible applications of theoretical predictions of slipstream contraction to the problem of the shrouded propeller.

## APPLICATIONS TO SHROUDED PROPEIJERS

It was mentioned at the outset that the original motivation for the present investigation came from certain practical problems of the shrouded propeller.

It is found experimentally that shrouded propellers are more efficient, in terms of thrust delivered and power expended, than free propellers, in the static case. This advantage is of great practical interest in connection with "vertical take-off and landing" aircraft. It has been best understood, in terms of the concept of slipstream contraction, from the one-dimensional theory of the shrouded propeller.

THE ONE DIMENSIONAL THEORY OF THE SHROUDED PROPELDER - The assumptions introduced in Part I, in the section on Formulation of the Problem, are consistent with the assumptions of the one-dimensional theory of the shrouded propeller, often referred to as "simple momeneum theory." Under these assumptions, a number of useful relationships fore the shrouded propeller can be derived very simply, without considerfing the details of the flow. A treatment of this theory was given by rruiger, Reference 2, who also obtained experimental data tending to confirm some of the main conclusions.

One objection to the one-dimensional theory has been that most of the relationships deduced contain the slipstream contraction ratio as an unknown parameter, which must be estimated in order to mply the theory. In the past, there has been no very sound basis for making such estimates, except when $\phi$ was known to be nearly equal to unity.

Since we now have a tool for calculating slipstream contraction, it is of interest to review the essential features of the cone-dimensional theory.

The Static Case -- In the static case (zero free-stream velocity), the energy, dynamic pressure, and momentum of the slipstream are entirely due to the action of the shrouded propeller.


The momentum flux through a section of the slipstream, far downstream, i.s

$$
T=\rho V_{j}^{2} A_{t} \phi
$$

The propeller thrust is

$$
T_{p}=\frac{1}{2} \rho V_{j}^{2} A_{p}
$$

The kinetic energy flux is

$$
P=\frac{1}{2} \rho V_{j}^{3} A_{t} \phi=T^{3 / 2} / 2 \sqrt{\rho A_{t} \phi}
$$

Therefore, the static efficiency is given by

$$
\begin{equation*}
\eta_{s t} \equiv \frac{T^{3 / 2}}{2 \sqrt{\rho A_{t}} P}=\sqrt{\phi} \tag{10}
\end{equation*}
$$

For a propeller without shroud, the total thrust and propeller thrust are equated, and it is deduced that $\phi=\frac{1}{2}$. Thus the shrouded propeller enjoys the advantage of a static efficiency, better by a factor of $\sqrt{2 \phi}$ than that of the free propeller, according to this theory. (The "static efficiency"is not a true efficiency, but a parameter which plays the same role for the shrouded propeller which is played by "figure of merit" for the hovering rotor.)

The ratio of total thrust to propeller thrust is given by

$$
\begin{equation*}
T / T_{p}=2 \phi A_{t} / A_{p} \tag{11}
\end{equation*}
$$

It is sometimes cited as an advantage of the shrouded propeller that the total static thrust exceeds the thrust of the propeller. This is not in itself an advantage, except insofar as it is symptomatic of the real advantage of a superior static efficiency. The thrust on the shroud appears largely as a suction pressure around the leading edge,
with the result that there is usually an adverse pressure gradient in this neighborhood. This may be quite severe unless the shroud is rather thick, or is made artificially thick during static operation by means of flaps or inflatable sections.

The shrouded propeller's superior static efficiency is of great interest in connection with Vertical Take-Off and Landing (VTOL) aircraft. For propeller-driven VTOL aircraft, the operation of the propellers is essentially static during landing and take-off, at the times when the propeller thrust must offset the entire weight of the aircraft, and the maximum power is required.

If shrouded propellers are employed, to reduce the power required for takemoff and landing, a penalty is incurred in terms of the weight and drag of the shrouds. From this standpoint, it seems advantageous to make the shrouds as small as possible. On the other hand, if the shrouds are too small, they may be less effective in preventing slipstream contraction. Moreover, it was suggested by Krüger, Reference 2, that a long, divergent (diffusing) shroud might produce a slipstream expansion, and provide an even greater advantage. Thus, it is of great interest to the designer to know the effects of the shroud geometry on slipstream contraction in the static case.

The Case of Finite Thrust Coefficients -- When there is a freestrean velocity, only a part of the energy, dynamic pressure, and momentum of the slipstream are due to the action of the shrouded propeller.


The mass flow through the propeller is $\rho V_{j} A_{t} \phi$, so that the portion of the momentum flux ascribed to the action of the shruded propeller is

$$
\begin{equation*}
T=\rho V_{j} A_{t} \phi\left(V_{j}-U\right) \tag{12}
\end{equation*}
$$

The propeller thrust is

$$
\begin{equation*}
T_{p}=\left(\frac{1}{2} \rho V_{j}^{2}-\frac{1}{2} \rho U^{2}\right) A_{p} \tag{13}
\end{equation*}
$$

The portion of the kinetic energy flux ascribed to the action of the shrouded prope11er is

$$
\begin{equation*}
P=\frac{1}{2} \rho V_{j} A_{t} \phi\left(V_{j}^{2}-U^{2}\right) \tag{14}
\end{equation*}
$$

The thrust coefficient is

$$
\begin{equation*}
C_{T}=\frac{T}{\frac{1}{2} \rho U^{2} A_{t}}=2 \phi \frac{V_{j}}{U}\left(\frac{V_{j}}{U}-1\right) \tag{15}
\end{equation*}
$$

Whence

$$
\begin{equation*}
\frac{\mathrm{V}_{\mathrm{j}}}{\mathrm{U}}=\frac{1}{2}\left[1+\sqrt{1+2 \mathrm{C}_{\mathrm{T}} / \phi}\right] \tag{16}
\end{equation*}
$$

The Froude efficiency is, from Equations [12] and [14]

$$
\eta_{F} \equiv \frac{T U}{P}=\frac{2 U}{V_{j}+U}
$$

and by application of Equation [16] becomes

$$
\begin{equation*}
\eta_{F}=\frac{2}{1+\frac{1}{2}\left[1+\sqrt{1+2 \mathrm{C}_{\mathrm{T}} / \phi}\right]} \tag{17}
\end{equation*}
$$

The ratio of total thrust to propeller thrust is, from Equations [12] and [13]

$$
\frac{T}{T_{p}}=\frac{2 \phi V_{j}}{V_{j}+U}
$$

and, by application of Equation [16] becomes

$$
\begin{equation*}
\frac{T}{T_{p}}=2 \phi\left(\frac{1+\sqrt{1+2 C_{T} / \phi}}{3+\sqrt{1+2 C_{T} / \phi}}\right) \tag{18}
\end{equation*}
$$

For a free propeller, the ratio $T / T_{p}$ is equated to unity, giving the relationship between $\phi$ and $C_{T r}$, which is plotted as the dashed curve in Figure 10b. The contraction ratio for the free propeller approaches unity as the thrust coefficient approaches zero, as would be intuitively expected.

Equation [17] may be written, for low thrust coefficients

$$
\eta_{T} \approx 1-\frac{C_{T}}{4 \phi} \quad, \quad C_{T} \ll 1
$$

Thus, it is seen that
a. At low thrust coefficients, there is substantially less difference between the slipstream contraction of a free propeller and that of a shrouded propeller than there is in the static case.
b. The slipstream contraction ratio has a weaker influence on the Froude efficiency, in the case of low thrust coefficients, than it has on the static efficiency, in the static case.

Both of these considerations tend to indicate that, even when the drag of the shroud is ignored, there is little advantage in shrouding the propeller unless the performance in the static case is important. When the drag of the shroud is considered, the shrouded propeller is found to
be at a definite disadvantage, at low thrust coefficients, so far as the Froude efficiency is concerned. However, in some applications, the shroud may take the place of stabilizing or lifting surfaces, or provide sound reduction, so as to retain an advantage despite the drag.

Experimental Evidence -- Krüger's experiments, Refexence 2, and all subsequent experience (see Reference 1) confirm the general conclusions of the one-dimensional theory, using $\phi \approx 1$ for the shrouded propeller, as regards the advantage of the shrouded propeller over the free propeller in the static case. Moreover, in the case of reasonably long, nearly cylindrical shrouds, the total thrust is found to be divided approx imately evenly between the shroud and the propeller, as expected from this theory.

We were concerned, in Part $I$, with developing a method to predict in detail, under assumptions consistent with those of the one-dimensional theory, the effects on $\phi$ of shroud geometry variables. It would seem that it must be possible to establish the more important of these effects by proper experiments. However, while the shrouded propeller literature (see Reference 1) contains a great quantity of experimental data, one finds no correlations of these data wherein these effects are systematically identified.

Since it can hardly be believed that no such correlations have been attempted, during two decades of shrouded propeller research, it may be appropriate to speculate on the reasons why none are found in the 1iterature. First of $a 11$, one cannot measure the slipstream contraction directly, because the slipstream (in the sense in which we are using this word) does not really exist. Instead, one must measure effects which
imply slipstream contraction, such as changes in the static efficiency and the ratio of propeller thrmast to total thrust. However, these quantities may be influenced by a sreat many other variables besides slipstream contraction. These include the numerous variables of propeller geometry and location, centerbody geometry and location, and shroud support strut geometry and leation, as well as viscous effects on all these components and the shroud. Even when two experiments are performed with essentially the same model, a change in the geometry of the shroud might-min addition to changing the slipstream contracion-also change the flow through the propellex and around the centerbody, and change the character of the boundary layems on any or all components. Obviously, comparative interpretation of experiments with different models is still more uncertain. The large effiects which occur when the shroud is added to a free propeller, or removed from a shrouded propeller, are comparatively easy to observe and fisterpret; but if one compares a propeller with a long shroud to one with a short shroud, or one with a cylindrical shroud to one with a divergent shroud, the differences in measurable quantities which might properly be associated with differences in slipstream contraction may be of the same order of magnitude as-or even much smaller than-numerous other possible effects. Experimental isolation of these effects is possible ondy by means of very painstaking measurements, if it is possible at all. Fit has evidently not yet been accomplished, to any significant extent. Haprefully, future experiments may be planned and interpreted more succesmially, with the advantage of better theoretical information on the effects af shroud geometry.

In summary, very significant differences in performance are found, expeximentally, between frew propellers and shrouded propellers, in the
static case. The general character and magnitude of these differences are explained very conveniently and successfully in terms of the concept of slipstream contraction. It seems reasonable to expect that some of the important effects of variations in the shroud geometry of a shrouded propelle: might also be conveniently and successfully predicted in terms of the concept of slipstream contraction. The available experimental evidence neither confirms nor denies this expectation. At the minimum, knowledge of the effects of shroud geometry on the slipstream contraction of shrouded impulse discs should be useful for planning and incerpreting new shrouded propeller experiments. At the maximum, if experimental confirmation is forthcoming, this knowledge might be extremely useful in the design of shrouded propellers for VTOL applications.

It is the author's opinion that the predictions of the one-dimensional theory regarding changes in static efficiency associated with changes in shroud geometry, using values of the slipstream contraction ratio calculated by the present method, will be found to be reasonably valid; provided,
a. There is no flow separation from the shroud.
b. The pressure rise across the propeller disc is approximately" uniform.
c. Any changes in the efficiency of the propeller itself are either prevented, by adjusting the propeller geometry, or are accounted for separately.

It should not be imagined that, even if this opinion is confirmed, the design of shrouded propellers would then become straightforward. The uncertainty regarding the slipstream contraction is only one of a large
number of complications which plague the shrouded propeller designer. (Perhaps the greatest of these is the difficulty of predicting the circumstances under which flow separation will or will not occur. It will be seen later that the present method of calculation, by providing information on the velocity distribution over the shroud, might possibly provide the basis for a future approach to this problem.)

SYSTEMATIC CALCULATIONS OF SLIPSTREAM CONTRACTION -- In order to provide some immediate quantitative information on the effects of shroud geometry on slipstream contraction, a limited series of calculations was undertaken for certain interrelated families of cylindrical, conical, and parabolic-cambered shrouds.

The Static Case - - It was of particular interest to obtain results for cylindrical shrouds, in the static case, because the previously available estimates of slipstream contraction, from the linearized theory, pertained to cylindrical shroude.

The results of twenty-iterative-cycle calculations for cylindrical shrouds, over a wide range of chord/radius ratios, are presented in Figure 5. Also presented, for comparison, are:
a. The estimate provided by the linearized, short-chord theory of Kriebel, Sacks, and Nielsen (Reference 8).
b. The estimate available from the first cycle of calculation by the present method, based on $\bar{\gamma}_{N+M}$; that is,

$$
\phi \approx \frac{\Psi_{0}}{\pi \bar{\gamma}_{N+M} \bar{r}_{N}^{3}}
$$

c. The estimate available from the first cycle of calculation by the present method, based on $\gamma\left(s_{N}\right) V\left(s_{N}\right)$; that is,

$$
\phi \approx \frac{\Psi_{Q}}{\bar{r}_{N}^{2} \sqrt{\pi \gamma\left(s_{N}\right) V\left(s_{N}\right)}}
$$

In the calculations by the present method, the slipstream was represented, at the first cycle of calculation, by a uniform vortex cylinder, just as in the linearized theory. Thus, the estimates available from the first cycle of calculation are essentially linearized-theory estimates.

These estimates are based on the relationship

$$
\Psi_{0}=\frac{1}{2} u_{\infty} R_{\infty}^{2}
$$

where $u_{\infty}$ is the limiting velocity within the slipstream, far downstream, and $\mathrm{R}_{\infty}$ is the limiting slipstream radius. In the linearized theory it is assumed a priori that $\gamma$ is constant along the slipstream, and the relationship

$$
u_{\infty}=2 \pi \gamma(=)
$$

leads directly to the estimate given in " $b$ " above. However, one is not compelled to continue to assume a positeriori that $\gamma$ is constant along the slipstream. The relationship

$$
u_{\infty}^{2}=4 \pi \gamma(\xi) V(\infty)
$$

together with an a posteriori assumptinn that $\gamma$ is constant along the
slipstream with the value calculated at the trailing edge, leads to the estimate given in "c" above.

The results given in Reference (8) were derived without any modification of the a priori assumption concerning the representation of the slipstream, and so would be expected to merge, at small chord/radius ratios, with the first-cycle estimate from $\bar{\gamma}_{N+M}$. It is seen in Figure 5 that this does, indeed, appear to be the case. (The identification of this estimate with $\bar{\gamma}_{N+M}$ is, of course, somewhat arbitrary since, at the first cycle of calculation, all of the $\bar{\gamma}_{i}^{\prime} s$ from $i=N$ to $i=N+M$ were equa1.)

As anticipated earlier, Figure 5 shows that a comparatively good estimate is afforded by the value of $\gamma\left(\mathrm{s}_{\mathrm{N}}\right) V\left(\mathrm{~s}_{\mathrm{N}}\right)$ at the end of the first cycle. From the special vantage point afforded by hindsight, it seems quite reasonable that an extrapolation along the slipstream to infinity should be based on the quantity $\gamma V$, which is supposed to be uniform along the slipstream, rather than on the quantity $\gamma$, which is not supposed to be uniform.

The only available and comparable results of previous theory for larger chord/radius ratios were those of Heimbold (Reference 10), which were obtained from linearized~theory calculations in which the boundary conditions were applied at only three axial stations along the shroud. Thus, thiy are not really representative of the linearized theory. As a matier of fact, however, Helmbold's results, which were for chord/ radius ratios of $0.5,1.0$, and 2.0 , agreed rather closely with the results of the present twenty-cycle calculations. Helmbold did use the value of $\gamma V$ at the trailing edge for his estimate of slipstream contraction.

Vortex distributions for certain of the cylindrical shrouds, taken from the twentieth cycles of calculation, are presented in Figure 6. It is easily shown that in the case represented $\left(\Psi_{0}=0.5, \bar{F}_{\mathbf{i}}=1.0\right)$, the function $\gamma(S)$ for a semi-infinite shroud must approach the value $1 / 2 \pi$. This asymptote is shown on Figure 6. A line is also shown inch represents the variation $\gamma(S) \sim S^{-\frac{1}{2}}$, which must necessarily prevail at the leading edge of any thin shroud, and which evidently prevails for a significant distance downstream from the leading edge. It would seem that, as cylindrical shrouds of shorter and shorter chord are considered, the functions $\gamma(S)$ change smoothly, and only slightly, finme that which would be found for a semi-infinite cylindrical shroud. Als it would seem that, for cylindrical shrouds of sufficiently long chord, representation of the entire slipstream by a uniform vortex cylinder could be justified, even in the static case. (This latter conclusion is also sapported by Figure 5.)

Twenty-cycle calculations of slipstream contraction were carried out for a few members of a family of diffusing conical shroura and amily of parabolic-cambered shrouds. These families were choser that the cylindrical shrouds of Figure 5 would be limiting-case meaders of both families. Moreover, corresponding members of the conical and paraboliccambered shroud familes were chosen to have equal trailing-edge divergence angles; namely, $\tan \alpha_{N}=0,0.08,0.16$, and 0.24 , in the various cases.

The results are presented in Figures 7 and 8 and in Thele 2. It is seen that shrouds with positive trailing-edge divergence ames can provide significantly more favorable contraction ratios.

Weinig (Reference 13) gave an approximate formula for estimating the effect of trailing-edge divergence on slipstream contraction; namely, $\phi \approx \frac{1}{1-0.45 \alpha_{\mathrm{N}}}$. (This formula was based on two-dimensional freeboundary calculations. The application to axisymmetric flow was justified on the basis of an investigation by Trefftz (Reference 14), who showed that approximately the same contraction occurred in the flow through a circular orifice, as in the flow through a long narrow slit.). The formula is compared with present results in Figure 9. It is seen that the formula gives a fairly good approximation in cases of long-chord conical and parabolic-cambered shrouds.

The Case of Finite Thrust Coefficients -- While only the static case has been considered in the preceding discussion (since it is in the static case that slipstream contraction is especially interesting), the extension of the method to include the case of axisymmetric flow in a free stream is very easy. This extension was included in the computer program. (If the free-stream velocity is $U$, it is necessary only to add $\frac{1}{2} U r^{2}$ to the expressions for stream function, and to add $U$ to the axial velocities.)

The computer program was arranged to permit specification of a nonzero value of free-stream velocity, U. This allows calculations for arbitrary finite thrust coefficients, by the same procedure employed in the static case. (It is not possible, by the present method, to specify the thrust coefficient $C_{T}$ precisely; but $U$ is specified precisely, and it is easily shown that

$$
C_{T}=\frac{4 \Psi_{0}}{\vec{r}_{N}^{2} U}\left(\frac{2 \Psi_{0}}{\bar{r}_{N}^{2} U_{\phi}}-1\right)
$$

Thus, $C_{T}$ can be specified approximately before the calculation, from a preliminary estimate of the slipstream contraction $\phi$, and can be determ: ed precisely after the calculation.)

Results of calculations sufficient to provide a preliminary indi$\therefore$ irion of the variation of slipstream contraction with thrust coefficient, for e cylindrical shroud of chord/radius ratio 0.40 , are presented in Figure 10a. The slipstream contraction ratio was plotted versus the reciprocal of the thrust coefficient, so that the static case, $\frac{1}{C_{T}}=0$, could be included on the graph.

In the calculations with finite thrust coefficient, the shroud was represented by twelve segments $(N=12)$, and the slipstream was represented with $X_{N+M}=2.05 \bar{r}_{N}$. The calculation with finite thrust coefficient is much easier than in the static case, because there is less difference between the initial and final slipstream shapes, and because the quantity $V\left(s_{i}\right)$, along the slipstream, contains the constant component $U$, and hence is less sensitive, fractionally, to the successive r-adjustments.

Figure 10a shows the (perhaps) surprising result that, as one moves away from the static $\left(\frac{1}{C_{T}}=0\right)$, to finite thrust coefficients, the slipstream contraction ratio $\phi$ at first declines; and then, as $1 / C_{T}$ is increased ( $C_{T}$ decreased) further, $\phi$ increases again, approaching unity asymptotically. While this result was not expected, it is readily understood, in terms of the evolution of the static pressure, on the outer surface of the vortex sheet, in the neighborhood of the shroud trailing edge. Consider, for example, a case in which the mean axial velocity within the shroud is held constant and equal to unity. At zero freestream velocity, the axial velocity at a point just outside the slipstream boundary near the trailing edge will have a negative value, say, $-\beta$. To the first approximation, at finite free-stream velocities, the axial velocity at this point will be $U \cdots \beta(1-U)$; and the gage static pressure at this point will be $\frac{1}{2} \rho\left\{U^{2}-[(1+\beta) U-\beta]^{2}\right\}$. This quantity is
negative at $U=0$, goes to a maximum positive value at a small value of $U$, and approaches zero again as $U$ approaches unity (that is, as $C_{T}$ approaches zero). Thus, in a range of large but finite tzust coefficients, the static pressure in the neighborhood of the trailing edge is perceptibly higher than ambient; and the mean internal axial velocity, across the trailing-edge plane, may well be lower (compared with the limiting velocity, far downstream, where the static press-ce becomes uniform and equal to ambient) at some thrust coefficient, in this neighborhood, than at higher or lower thrust coefficients. Thus, it should not be surprising that the slipstream contraction ratio could be at a minimum at a finite thrust coefficient.

This result lends emphasis to the fundamental and perceptible difference between the classical "free streamline" problems (in which a uniform static pressure is imposed along the "free" surface, and zence only the flow on one side of the surface need be considered), and the present problem (in which the static pressure is continuous acrosः the "free" surface, but may vary along it, and hence a flow field which occupies all space must be considered).
(It might be pointed out that it has been elected to consider, herein, that the static pressure is continuous across the slipstream surface, and that the quantity $\vec{V}^{2}$, and hence the total pressure, are fiformly discontinuous across this surface, the uniform jump in total pressure corresponding to an equal jump across an impulse disc spanning the interior of the shroud. This viewpoint is most nearly consistent with the physical processes of a real shrouded propeller. However, one cosId elect, with exactly equivalent results, to consider that the slipstriam surface consists of a rigid, impervious membrane, across which there is a uniform
jump in static pressure, the total pressure being uniform throughout the entire field. In this case, the concept of an impulse disc need not enter at all, until one wishes to justify the application of the results to shrouded propeller theory.)

For a cylindrical shroud, at the first cycle of calculation, the shape of the vortex distribution is independent of the forward velocity, U, since the shroud is automatically coincident with a stream surface of the undisturbed free stream. Hence, the induced velocity at any point has a fixed direction and a magnitude proportional to, say, $\gamma\left(s_{N}\right)$. Thus, one can write
whence

$$
\gamma\left(\overline{\mathrm{a}}_{\mathrm{N}}\right) v\left(\overline{\mathrm{~s}}_{\mathrm{N}}\right)=\frac{1}{C_{2}}\left[\left(\frac{\Psi_{0}}{{\overline{r_{N}^{3}}}^{3}}-\mathrm{U} / 2\right) \frac{C_{1}}{C_{2}}+U\right]\left(\frac{\Psi_{0}}{{\overline{\bar{r}_{N}}}_{N}}-\mathrm{U} / 2\right)
$$

For each chord/radius ratio, the constants $C_{1}$ and $C_{2}$ can be determined from the first cycle of the static-case calculation, and the slipstream contraction can then be estimated for any arbitrary value of $U$. The estimate obtained in this way is equivalent to the first-cycle estimate from $\gamma\left(s_{N}\right) V\left(s_{N}\right)$, obtained from a calculation in which the desired $U$ is specified. In fact, in Figure 10a, the upper dotted curve was deduced from the first cycle of the static-case calculation, and was found to practically contain the points with triangular symbols, which were obtained from the first cycles of the finite $C_{T}$ (finite $U$ ) calculations. (In the absence of all errors, that line would contain those points, exactly.)
prone to have flow separation. However, this difficulty might be circumvented by uase of inflatable leading edges or other devices.

OTHER APPLICATIONS AND EXTENSIONS
The emphasis in the preceding discussions has been placed on the calculation of slifpstream contraction. However, the method developed for calculating ailipstream contraction involves the construction of a close approximation to an entire flow field bounded by a surface of revolution. We thus consider applying this method to other problems of axisymetric potential flow, including some for which slipstream contraction may be af little or no interest, and even some in which a slipstream is not involved at all.

While explorfag the possibilities of further applications, the opportunity will be taken to apply the present method to some problems for which exact solutions are known. In this way we may obtain a few direct checks on tits accuracy.

INTERNAL FLOW CIRCULAR DUCTS -- Axisymmetric flow through a section of circular duetimes, of arbitrary radius distribution, can be approximated very readily, simply by representing a long "shroud" which has the desired radius distribution along a part of its length. It is advisable to let che shroud continue for some distance upstream and downstream of the section under study, to minimize end effects; and to spectify values of and $\Psi_{0}$ which avoid any strong leading-edge singularity, for the same reason. (A specification such that $\psi_{0}=\frac{1}{2} U r^{2}$ should serve nicely, under most circumstances.)

For an example of this application, a duct studied by Thwaites (Reference 15) was chosen. Thwaites considered a class of potential flows for which the radial coordinate of an arbitrary point on a given stream surface is a periodic function of the axial coordinate. Thus, one of the stream surfaces may be chosen to represent the wall of an infinitely long periodic duct, for which an exact solution for the internal flow is available.

Of course, it is not possible to represent an infinitely long periodic duct by the present method, because an infinite number of conefrustum segments would be required. However, only the solution for a single halfmperiod of the internal flow is required, since the rest of the internal flow then follows by symmetry.

For the present example, as shown in Figure lla, three half-periods of the duct were represented, on the assumption that the flow in the middle half-period would be essentially the same as for a truly periodic duct. (The duct represented is from the third of the three examples presented in Reference 15.) As shown in Figure 11a, the results of calculations of the velocity distribution on the wall, by the present method, agree extremely well with Thwaites' results (by the exact method, for a truly periodic duct).

Thwaites' practical interest in this periodic duct lay in the assumption that the flow within half-period of the duct would approximate the flow within a transition section, of the same shape, joining two cylindrical ducts. By the present method, of course, such a transition section can be represented directly, as shown in Figure 11 b . It would appear, on the basis of the results presented in Figure 11 b , that Thwaites' assumptis was reasonable; although, of course, the velocity distribution in the
immediate neighborhoods of the junctures with the cylindrical ducts is perceptibly different from that in the corresponding neighborhoods of the periodic duct. (Thwaites' interest was in effusing transitions, whereas the example of Figure 1lb represents a diffusing transition. However, since we are dealing with potential flow, this makes no material difference.)

At the first attempt to calculate the flow through the periodic duct, a noticeable discrepancy was found between the velocity distribution given by the present method and that given by Thwaites, in the neighborhood of the section of minimum radius. Thwaites' calculations were then partially rechecked, and a single ordinate -- the minimum radius itself -- was found to be very slightly in error. Specifically, it is given by Reference 16 to be 0.487 , whereas a more nearly correct value is 0.4858 , less than onefourth of one percent different. Using this value, excellent agreement was obtained, as shown in Figure lla. This incident points up a need for extreme care in specifying the coordinates $x_{i}, r_{i}$ for applications of the present method; and suggests that, in many practical applications, the accuracy of the results may be limited by the precision with which the coordinates can be determined, rather than by errors inherent in the method itself.

CLOSED BODIES -- The development of the method of calculation, detailed in Appendix A, was specifically limited to a flow bounded by an open surface of revolution. This limitation arises primarily from the handling of the leading-edge singularity (Case II and Case IV of the Determination of the Influence Coefficients, Appendix A). It was expected from the beginning that an effort would eventually be made to extend the method to
include solid anf annular bodies of revolution. However, it was only realized in retrspect that this extension could very easily have been included in the $z=$ iginal computer program, and in fact consists primarily of simply bypassitg the segments of the program dealing with the leadingedge singularity. Proposed methods of doing this, and of dealing with other less serios obstacles in the present computer program, so as to permit calculatins of flows about closed bodies (literally, closed vortex sheets) will be autlined in a later section, along with other possible extensions.

The represertation of a closed body by a distribution of vortices over its surface appears to have been applied rather rarely to practical problems, althousi the validity of such representation has Iong been recognized. Lamk stated, in Reference 6, Art. 151, that " . . . every continuous irrotzional motion, whether cyclic or not, of an incompressible substance occupyitg any region whatever, may be regarded as due to a certain distribution of vortices over the boundaries which separate it from the rest of infinEte space." We do not wish to review here the intricate reasoning by whicr Lamb justified this statement, but the elements of the argument reqrered for our less general case are rather simple, if we may appeal to cerain well-known theorems of the potential theory. First, note that the flow about a closed body in a uniform stream can be reduced to the flow about a body moving through a fluid which is at rest at infinity. Nexis we note that, in Lamb's words, 'No continuous irrotational motion is possible in an incompressible fluid filling infinite space, and subject to the condition that the velocity vanishes at infinity.' From this it follafs that the whole velocity field is determinate if the curl of the velocity is known at every point; for, suppose there were two
velocity fielda $\vec{V}_{1}, \vec{V}_{2}$ satisfying given specification on the curl, and vanishing at infinity, then the fleld $\vec{V}_{3}=\vec{\nabla}_{1}-\vec{V}_{2}$ would have vanishing curl everywhere, and would also vaniah at infinityl and hence, by the . above theorem, would vanish everywhere. Let us suppose our body to be a closed surface filled with the fluid. We have assumed the motion outside the aurface to be irrotational, and to vanish at infinity, and we now auppose the motion within the surface to be irrotational also, except in a thin stratum of thickness, $t$, next to the surface. Now, any possible motion of the outside fluid, consistent with our assumptions, can be associated with some - not necessarily unique - distribution of curl within this stratum; in other words, with a apace distribution of vorticity. The argument is in no way changed if we let $t$ tend to zero, so that the apace distribution of vorticity becomes a surface distribution of vortex density. Now if we return to the stationary surface in a uniform atream, and require that the normal valocity vaniah on the surface, we have, by another well-known theorem of the potential theory, that the velocity vanishes everywhere in the region enclosed by the surface. In this case, the vortex density at any point of the arface is equal in magnitude to the velocity just outaide the surface, divided by $2 \pi$. If the velocity field is unique, the distribution of vortex density is also unique. Since the space outaide an annular airfoil is doubly connected, the velocity field is not uniqualy datermined unless some suitable constraint - such as the Kutta condition - is placed on the circulation around the alrfoil.

Vandray, Referance 17, calculated plane-symmetrical and axisymmetric flow about closed bodies by representing the bodies by surface distributions of vortices.

Without any modification of the present computer program, we may seek to approximate the flow about a closed body by representing a significant part of its surface by a vortex sheet.

Circular Inlet -- A very simple example of this application is afforded by the problem of calculating the velocity distrimazion on the inlet to a thick semi-infinite pipe. (This problem may be nought of as an idealization of the problem of calculating the flow at the inlet of a jet engine or a shrouded propeller.) We may hope to approximate

the flow at the inlet by representing the inlet profile, a portion of the outer surface of the pipe and the whole interior surface the pipe by a vortex sheet. Essentially, this amounts to representing the pipe by a shrouded impulse disc with a shroud in the shape of the specified portion of the pipe surface and with a very long chord.

An example is presented in Figure 12. A circular pipe or internal radius $\overline{\mathrm{r}}_{\mathrm{N}}$ and thickness $0.16125 \overline{\mathrm{r}}_{\mathrm{N}}$, with an inlet profile composed of a quarter-circle and a quarter-ellipse, was represented as sketched in Figure 12. The tick marks on the sketch identify the joints of the system of cone-frustum segments chosen for this representation.

Squared velocity distributions on the inlet for the stative case, and for the case of free-stream velocity equal to seven-tentis of the mean internal axial velocity, are presented in Figure 12. The scale of velocities was chosen so that the mean internal axial velocity was unity.

Also shown in Figure 12, for comparison, are results of calculations, for the static case, by the method of Smith and Ptemaze Reference

In those calculations, the outer surface of the pipe was continued downstream past the "trailing edge" shown in the sketch and then in to the axis, capping off the pipe in the form of an urn. The inner surface was capped off by a sink disc, on which was prescribed a uniform normal velocity. (These calculations were performed on the IBM 7090 computer at the David Taylor Model Basin, using a modified version of a computer program which had previously been made available to the Model Basin by the Douglas Aircraft Company). As pointed out by Reference 12, the method of Smith and Pierce is not fully successful in calculations of inlet flows, because the boundary conditions are applied to the normal velocities rather than to the stream function, and a cumulative "leakage of fluid" can occur through the walls of the duct. (The normal velocity at the center of each segment is required to be zero; but the mean normal velocity along the segment is not necessarily zero.) This is presumably responsible for the unrealistic decrease of surface velocity, below unity, along the inner duct wall. It is seen, however, that the agreement with results of the present method is rather good, along the inlet profile itself.

Annular Airfoil -- We may carry the idea of the precedtng paragraph a step further, and seek to approximate the flow about a closed body of finite dimensions by representing the major portion of its surface by a vortex sheet. We will call such a representation a "nearly closed" surface. A particularly natural application of this idea is the application to an annular airfoil, because an annular airfoil may be regarded as a shrouded impulse disc in the limiting case of zero thrust coefficient, and hence zero vortex density on the slipstream surface.

As discussed previously, in connection with the calculation of slipstream contraction in cases of finite thrust coefficients, the thrust coefficient can be made to come out nearly to zero by proper choice of $\Psi_{0}$ and $U$. The specification on $U$ can then be modified on successive calculations to make the thrust coefficient -- and hence the vortex density on the slipstream -- as nearly zero as desired. Inasmuch as the shape of the part of the vortex sheet representing the slipstream will be immaterial, once the vortex density has vanished, it is unnecessary to iterate for the shape of the slipstream.

The results of a calcalation in which the flow around an annular airfoil was approximated are presented in Figure 13. Also shown are experimental data from Reference 16. The agreement between calculated and experimental velocity distributions is seen to be satisfactory. (The airfoil represented in the figure was that given in Reference 16 . It was ten percent thick, with four percent camber, on an NACA $a=0.8$ mean line, and had an NACA 66-010 thickness distribution over the forward 45 percent of the chord and parabolic thickness distribution over the after 55 percent.) As sketched in Figure 13, the cone-frustum system was begun on the upper (outer) surface of the airfoil at the 96 -percent-chord station, extended forward, around the leading edge, and back along the lower (inner) surface to the trailing edge. Then, in order to establish the trailing-edge flow in a direction more representative of that which would obtain with a closed airfoil, a 2.5 -percent-chord extension was added in the direction of the airfoil mean line extended. (It is believed that, unless some such measure were employed, the gap in the upper surface at the trailing edge would produce an effect similar to that of a reflexed
trailing edge, and the nearly closed airfoil would have appreciably less circulation than the correspotiding pod arever, only tir arrangement sketched in Figure 12 was tried.)

The results of this example of the "nearly closed" annular airfail, and the preceding example of the circular inlet, strongly suggest thet, by proper extensfons and modifications of the present method, axisymetric flows about arbitrary finite annular bodies, including thick annular airfoils and impulse discs with thick shrouds, can be approximated very closely. Previously, only linearized-theory methods were available for these problcms. The linearized theory is limited to rather thin, marly cylindrical bodies, and cannot correctly represent the velocity distribution around the leading edge, because of the leading-edge singularity which is present in that theory. This velocity distribution is of practical interest in connection with the problem of leading-edge flow separation.

Sphere -- The results of calculating the velocity distribution on a "nearly closed" sphere are presented in Figure 14.

The method of representing the sphere is most easily described in the following terms: A shrouded impulse disc was represented, with the shroud coinciding with that portion of the sphere sketched in Figure 14 from $\theta=0.01$ radian to $\theta=(\pi-0.01)$ radian. At the rear, a short transition to a cylinder of radius 0.0075 times the radius of the shere was added, and then a semi-infinite uniform vortex cylinder "slipsteam," of this same radius, completed the representation. There was thus m Internal flow through the sphere, but $\Psi_{0}$ and $U$ were chosen so that the mean internal axial velocity at the maximum cross section was only $\left[0^{-5} \cdot \mathrm{U}\right.$.

It was assumed that this internal flow, and the extremely thin "slipstream" would have negligible effect, except in the immediate neighborhoods of "nose" and "tall" of the sphere.

It is seen in Figure 14 that the results of the calculations agreed extremely well with exact theory, except in these nolghborhoods.

FURTHER POSSIBLE EXTENSIONS -- The computer program which rias developed for the present investigation does not permit full exploitation of the potential applications of the mathod. The following improvementa to the program are contemplated for the near future:
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2. Provisions for representation of a closed solid body by a closed system of cone-frustum segments, by allowing the points $s_{1}$ and $s_{\mathrm{N}+1}$ to lie on the axis of symmetry. Tentative plans include
a. Replacement of the singular pulse $\gamma_{1}(s)$ by a triangular pulse, and definition $\overline{\mathbf{s}}_{1}=S_{2} / 2$. (The pulse $/_{N+1}(s)$ will be suppressed by specifying $\mathrm{F}_{\mathrm{N}+1}=0$. )
b. Optional definition, $\Psi_{0}=0$.
c. Removal of the present limitation (twenty percent of the mean segment radius) on the permissible length of a segment. (This limitation is presently imposed because of applying analytic formulas for the influence coefficients to entire segments, and can be removed by applying these formulas only to a short mid-section of each segment; and integrating numerically over the remaining portions of the segment.)
3. Provisions for calculating the velocity components and stream function at arbitrary points in the flow field, not on the system of cone-frustum segments.
4. Provisions for calculating the flow about a system of two or more coaxial bodies, such as, for example, a shrouded impulse disc with a leading-edge slat, or with a centerbody.

The above modifications and extensions appear to be fairly trivial in difficulty, although the improvements in utility of the method of calculation would not necessarily be trivial.

Another extension which would appear to be of potential value, but is not trivial, is the following: Provision for successive modification of the shape of a section of a closed body of revolution to approach a prescribed velocity distribution. Since, in the representation of a
closed body by a surface distribution of vortices, the vortex density distribution is directly proportional to the velocity distribution,
 this representation would appear to be especially well suited to this problem. (A semi-infinite body is a closed body in this context.) This class of problems includes certain classical free-streamline problems (wake flow, cavity flow, flow through an orifice, etc.) in which the presscribed velocity is uniform, as well as other possibilities, such as the design of laminar-flow annular airfoils, design for minimum adverse pressure gradient of separation-prone components such as inlets and diffusers, and many others. Although these problems might seem simpler than the slipstream problem to the extent that the vortex distribution is given along the unknown boundary, the problem of successively adjusting the boundary shape to obtain converging solutions would in general be much more difficult. Moreover, in many cases, the question of the existence of a solution would be a matter of real practical concern, since one can easily specify a velocity distribution which is impossible of attainment.

The following conclusions have been drawn:

1. A practical method of obtaining approximate numerical solutions of the mathematical problem of the axisymmetric potential flow through a shrouded impulse disc, using a high-speed computer, has been developed. In particular, it is now possible to examine in detail the theoretical effects of shroud geometry on slipstream contraction.
2. The assumptions of the theory of the shrouded impulse disc are consistent with those of the one-dimensional theory of the shrouded propeller. That theory has been extremely useful in the past, even though it was necessary to use rough estimates of the slipstream contraction for its application. It is a reasonable presumption that the onedimensional theory will be still more useful, now that it is possible to make detailed predictions of the slipstream contraction. However, a definite conclusion on this must await experimental confirmation.
3. The results of systematic calculations of sifpstream contraction for families of cylindrical, conical, and parabolic-cambered shrouds, In the static case, have been presented.
4. It is found that the sifstream contracts less severely, in the case of very short cylindrical shrouda; than had previousiy been predicted.
5. In the case of cylindrical shrouds, a good estimate of the silpstream contraction in the static case can be obtained from inearizedtheory calculations, by using the calculated discontinuity in squared velocity (which is proportional to the quantity $W$ ) across the sifpstream at the trailing edge. This technique was used without substantiation by at least one previous investigator, but has not been used by more recent
investigators. However, there is no possibility of similarly accurate estimates from the linearized theory for non-cylindrical shrouds, because the linearized theory cannot apply to the static case unless the shrouds are cylindrical.
6. The computer program developed for the shrouded impulse disc problem is generally applicable to axisymmetric potential flows about and through arbitrary open surfaces of revolution. A sample calculation of the velocity distribution on the interior wall of a long duct of varying radius agreed extremely well with a previous exact solution.
7. Annular and solid bodies of revolution can be approximated by "nearly closed" surfaces of revolution. A sample calculation of the velocity distribution on an annular airfoil agreed quite well with experiment. A sample calculation of the velocity distribution on a sphere agreed extremely well with exact theory.
8. By means of fairly straightforward modifications and extensions, which are discussed briefly, the present method can become a rather general and powerful tool for making axisymmetric potential flow calculations. In particular, it appears that problems of flow about arbitrary thick annular bodies, with circulation or slipstreams, not amenable to treatment by previous methods can be treated accurately and conveniently.

## APPENDIX A

It is desired to develop a systematic calculating process, suitable for execution on an electronic digital computer, for approximate solution of the equations

$$
\begin{equation*}
\int_{0}^{\infty} \psi *(S, \bar{S}) \gamma(S) d S=\Psi_{0}, S \geq 0 \tag{A1}
\end{equation*}
$$

$$
\begin{aligned}
& \gamma(\overline{\mathrm{S}}) V(\overline{\mathrm{~S}})=a \text { constant }, \quad \mathrm{S} \geq \mathrm{s}_{\mathrm{t} . \mathrm{e} .} . \\
& V(\vec{S})=\left[V_{x}^{2}(\vec{S})+V_{r}^{2}(\bar{S})\right]^{\frac{1}{2}} \\
& V_{x}(\bar{s})=\int_{0}^{\infty} \nabla_{x} *(S, \bar{s}) \gamma(S) d S \\
& V_{r}(\bar{S})=\int_{0}^{\infty} V_{r} *(S, \tilde{S}) \gamma(\bar{S}) d S
\end{aligned}
$$

where it is understood that the influence functions $\psi *, V_{x}{ }^{*}$, and $V_{r} *$ have definition in terms of a function $R(S)$ with a range $0 \leq S$. However, this function is given initially only in the range $0 \leq S \leq S_{t . e}$.

This becomes practical if each of the functions $R(S)$ and $\gamma(S)$ can be characterized adequately by a finite number of variables. To this end, the following simplifying assumptions are introduced

1. It is assumed that the function $R(S)$ can be represented with sufficient accuracy by a function $r(s)$, the graph of which is composed of $N+M$ straight-line segments. The first segment originates at the leading edge of the shroud, $s=S=0$. The midpoint of the Nth segment coincides with the trailing edge of the shroud, $s=\bar{s}_{N}, S=S_{t . e}$. The $(N+M)$ th segment is semi-infinite at $r=r_{N+M}=$ constant. Thus, the function $r(s)$ defines a system of cone-frustum segments terminating In a semi-infinite cylinder (see Figure 1).
2. It is assumed that the vortex distribution $\gamma(S)$ on the stream surface $\Psi=\Psi_{0}$ can be represented by a continuous distribution $\gamma(s)$ which Varies linearly along each of these segments except the first; remains constant along the $(N+M)$ th; and varies as $c_{1} s^{-\frac{1}{2}}+c_{2} s$ along the first (where $c_{1}$ and $c_{2}$ are arbitrary constants).
3. It is assumed that a pair of functions $r=r(s)$ and $\gamma=\gamma(s)$, which when substituted for $R(S)$ and $\gamma(S)$ satisfy Equations [A1] and [A2] at the shroud leading edge and at the midpoint of each of the second through $(N+M-1)$ th segments, will constitute a sufficiently accurate approximation to a solution of these equations.

The validity of these assumptions will depend, of course, upon a suitable choice of the spacing of the $N+M$ segments; including choice of sufficiently large numbers $N$ and $M$.

The three assumptions stated above are similar to assumptions introduced by Smith and Pierce (Reference 12) in their treatment of axially symmetric, inviscid, irrotational flow about bodies of revolution. At the present stage, the hope that these assumptions will lead to accurate approximations to the exact solutions rests largely upon the notable
success of the work of thase authors. (Smith and Pierce approximated the body surface by a system of cone-frustum segments. They employed a distribution of ring sources; wich they took to be uniform over each segment, and hence discontinuoss at the junctures between segments, and applied the boundary conditions at the midpoint of each segment. They dealt with fully-specified sumfince geometry; i.e., with the ordinary Neumann problem, so that iteration was not required.)

FoIlowing the second of the above assumptions, it is convenient to write $\gamma(s)$ as the sum of $N+$ everlapping pulse functions (triangular pulses, except for the first last) as follows:

$$
\begin{equation*}
\gamma\left(\ln =\sum_{i=1}^{N+M} \gamma_{i}(s)\right. \tag{A3a}
\end{equation*}
$$

where

$$
\left.\begin{array}{rl}
\gamma_{1}(s) & \equiv \bar{\gamma}_{1}\left[\sqrt{\frac{s_{2}}{2}}-\frac{8}{s_{2}}\right] \quad, \quad 0<s<s_{2}  \tag{A3~b}\\
\equiv 0 & \text { otherwise }
\end{array}\right\}
$$

$$
\left.\begin{array}{rl}
\gamma_{N+M}(s) & \equiv \bar{\gamma}_{N+M}\left(\frac{s-s_{N+M-1}}{s_{N+M}-s_{N+M-1}}\right) \\
& , \quad s_{N+M}<s<s_{N+M} \\
& \equiv \bar{\gamma}_{N+M} \\
& , \quad s_{N+M}<s
\end{array}\right\}\left[\begin{array}{ll} 
\\
& \\
& \\
&
\end{array}\right]
$$

(Note that $\bar{\gamma}_{i}=\gamma\left(s_{i}\right)$, except when $i=1$ )
With these definitions, the continuous function $\gamma(s)$ is completely specified, for all values of $s$, by specifying a set of $N+M$ numbers, the values of $\bar{\gamma}_{i}$.
(These definitions involve no further approximation beyond the approximation introduced by the second of the above assumptions. They merely introduce a convenient way of expressing this assumption.)

The integral equations

$$
\begin{aligned}
& \Psi(\bar{s})=\int_{0}^{\infty} \Psi *(s, \bar{s}) \gamma(s) d s \\
& V_{X}(\bar{s})=\int_{0}^{\infty} V_{X}^{*}(s, \bar{s}) \gamma(s) d s \\
& V_{r}(\bar{s})=\int_{0}^{\infty} V_{r}^{*}(s, \bar{s}) \gamma(s) d s
\end{aligned}
$$

now reduce to systems of linear algebraic equations as follows:

$$
\begin{aligned}
& \Psi\left(\bar{a}_{i}\right)=\sum_{j=1}^{N+M} a_{i, j} \vec{\gamma}_{j} \\
& v_{x}\left(\bar{s}_{j}\right)=\sum_{j=1}^{N+M} b_{i, j} \bar{\gamma}_{j} \\
& v_{r}\left(\bar{s}_{i}\right)=\sum_{j=1}^{N+M} c_{i, j} \bar{\gamma}_{j}
\end{aligned}
$$

where

$$
\begin{aligned}
& a_{i, j} \equiv \frac{1}{\overline{\gamma_{j}}} \int_{0}^{\infty} \psi *\left(s, \bar{a}_{i}\right) \gamma_{j}(s) d s \\
& b_{i, j} \equiv \frac{1}{\overline{\gamma_{j}}} \int_{0}^{\infty} v_{x} *\left(s, \bar{s}_{i}\right) \gamma_{j}(s) d s \\
& c_{i, j} \equiv \frac{1}{\bar{\gamma}_{j}} \int_{0}^{\infty} V_{r} *\left(s, \bar{s}_{i}\right) \gamma_{j}(s) d s
\end{aligned}
$$

These integrals, in turn, are expressed more conveniently by further defining

$$
\left.\begin{array}{l}
a_{i, j} \equiv a_{i, j-}+a_{i, j+} \\
b_{i, j} \equiv b_{i, j-}+b_{i, j+} \\
c_{i, j} \equiv c_{i, j-}+c_{i, j+}
\end{array}\right\}
$$

where

$$
\begin{align*}
& a_{1,1-}=0  \tag{A5a}\\
& a_{i, 1+}=\int_{0}^{s_{2}}\left(\sqrt{\frac{s_{3}}{s}}-\frac{s}{s_{2}}\right) \Psi^{*}\left(s, \bar{s}_{i}\right) d s  \tag{A5b}\\
& a_{i, j-}=\int_{s_{j-1}}^{s_{j}}\left(\frac{s_{j-1}}{s_{j-1}-s}\right) \psi *\left(s, \bar{s}_{j-1}\right) d s \quad, \quad 1<j<N+M  \tag{A5C}\\
& a_{i, j+}=\int_{s_{j}}^{s_{j+1}}\left(\frac{s_{j+1}-s}{s_{j+I^{-s}}}\right) \Psi *\left(s_{j} \bar{s}_{i}\right) d s \quad, \quad 1<j<N+M  \tag{A5d}\\
& a_{i, N+M-}=\int_{s_{N+M-1}}^{s_{N+M}}\left(\frac{s-s_{N+M-1}}{s_{F M}-s_{N+M-1}}\right) \Psi *\left(s, \bar{s}_{i}\right) d s  \tag{5e}\\
& a_{i, N+M+}=\int_{s_{N+M}}^{\infty} \Psi *\left(s, \vec{s}_{\underline{I}}\right) d s \tag{A5f}
\end{align*}
$$

The expressions for $b_{i, j \pm}$ and $c_{i, j \pm}$ are exactly the same as those given for $a_{i, j \pm}$, but wiff $V_{x} *\left(s, \bar{s}_{i}\right)$ and $V_{r} *\left(s, \bar{s}_{i}\right)$, respectively, appearing in place of $\psi *\left(\xi_{1}, \bar{s}_{i}\right)$.

Thus, a main problem of the task of developing a practical method of calculation consists of finding usable expressions for these influence coefficients.

DETERMINATION OF•THE INFLUENCE COEFFICIENTS
The influence coefficient $a_{i, j}$ gives the value of the stream function at the point $s=\vec{s}_{i}$ due to the pulse function $\gamma_{j}(s)$, in the special case $\bar{\gamma}_{j}=1$. (Similarly $b_{i, j}$ gives the value of the axial velocity component, and $c_{i, j}$ gives the value of the radial velocity component at this point due to this pulse.) In the great majority of instances, when $j$ is equal to neither unity nor $N+M$, and $\vec{s}_{i}$ is outside the range of $\gamma_{j}$ (s) (i.e., ifj, and $i \neq j-1$ ), the influence coefficients can be determined by straightforward numerical integration of Equations [A5], it being necessary only to establish suitable rules to assure efficient and accurate performance of the numerical integration by the computer. In each remaining instance, however, the definite integral defining the influence coefficient is improper for one or more reasons, and special care is necessary... The various contingencies which arise are grouped in five separate cases, in the following discussion.

CASE I. $\overrightarrow{\mathbf{s}}_{\mathbf{i}}$ WITHIN TRIANGULAR PULSE - The point denoted $\overline{\mathbf{s}}_{\boldsymbol{i}}$ falls within the ranges of the pulse $\gamma_{i}(s)$ and $\gamma_{1+1}(s)$.



$$
\begin{aligned}
s_{1} & =0 \\
\sigma & \equiv \frac{s}{\bar{r}_{1}} \\
\bar{\sigma} & \equiv \frac{s_{2}}{\bar{r}_{1}}
\end{aligned}
$$

The flow in the neighborhood of the leading edge of the shroud is quite similar to that in the neighborhood of the leading edge of a thin airfoil at incidence. Just as in the problem of the thin airfoil, as treated by Glauert (Reference 4), it is necessary to take careful account of the fact that the point $\overline{\mathbf{s}}_{1}$, even though situated at the leading edge, is nevertheless to be considered an interior point of the shroud contour. This is faciletate by writing:

$$
\begin{aligned}
& a_{1,1+}=\bar{r}_{i} \lim _{\epsilon \rightarrow 0} \int_{0}^{\bar{\sigma}}\left(\sqrt{\frac{\bar{\sigma}}{\sigma}}-\frac{\sigma}{\bar{\sigma}}\right) \Psi *(\sigma-\epsilon) d \sigma \\
& a_{1,2-}=\bar{x}_{i} \lim _{\epsilon \rightarrow 0} \int_{0}^{\bar{\sigma}} \frac{\sigma}{\bar{\sigma}} \Psi *(\sigma-\epsilon) d \sigma \\
& b_{1,1+} \equiv \bar{r}_{i} \lim _{\sigma \rightarrow 0} \int_{0}^{\bar{\sigma}}\left(\sqrt{\frac{\bar{\sigma}}{\bar{\sigma}}}-\frac{\sigma}{\bar{\sigma}}\right) v_{x} *(\sigma-\varepsilon) d \sigma
\end{aligned}
$$

etc.

Now, if series expansions of the influence functions (see Appendix B) are substituted into these integrals, it is found that the resulting terms are readily evaluated, except for terms which lead to integrals of the form

$$
\lim _{\varepsilon \rightarrow 0} \int_{0}^{\bar{\sigma}} \frac{\sqrt{\sigma}}{\sqrt{\sigma}(\sigma-\varepsilon)} d \sigma
$$

With the aid of formulas given by Pierce (Reference 18), this integral
is evaluated as follows:
Let $\mathrm{y}=\sigma / \varepsilon$; then

$$
\int_{0}^{\bar{\sigma}} \frac{\sqrt{\bar{\sigma}}}{\sqrt{\sigma}(\sigma-\varepsilon)} \mathrm{d} \sigma=\sqrt{\frac{\bar{\sigma}}{\varepsilon}} \int_{1}^{\bar{\sigma} / \varepsilon} \frac{\mathrm{dy}}{(y-1) \sqrt{y}}-\sqrt{\frac{\sigma}{\varepsilon}} \int_{0}^{1} \frac{\mathrm{dy}}{(1-y) \sqrt{y}}
$$

But

$$
\int_{0}^{1} \frac{d y}{(1-y) \sqrt{y}}=\int_{1}^{\infty} \frac{d y}{(y-1) \sqrt{y}}
$$

Thus

$$
\begin{aligned}
\int_{0}^{\bar{\sigma}} \frac{\sqrt{\bar{\sigma}}}{\sqrt{\sigma}(\sigma-\epsilon)} \mathrm{d} \sigma & =-\sqrt{\frac{\bar{\sigma}}{\varepsilon}} \int_{\bar{\sigma} / \varepsilon}^{\infty} \frac{\mathrm{dy}}{(y-1) \sqrt{y}}=\sqrt{\frac{\bar{\sigma}}{\varepsilon}} \log _{\mathrm{e}} \frac{1+\sqrt{\varepsilon / \bar{\sigma}}}{1-\sqrt{\varepsilon / \bar{\sigma}}} \\
& =-2 \sqrt{\frac{\bar{\sigma}}{\epsilon}}\left[\sqrt{\frac{\varepsilon}{\sigma}}+\frac{1}{3}\left(\sqrt{\frac{\varepsilon}{\sigma}}\right)^{3}+\frac{1}{5}\left(\sqrt{\frac{\varepsilon}{\bar{\sigma}}}\right)^{3}+\ldots\right.
\end{aligned}
$$

Whence

$$
\lim _{\varepsilon \rightarrow 0} \int_{0}^{\bar{\sigma}} \frac{\sqrt{\sigma}}{\sqrt{\sigma}(\sigma-\varepsilon)} d \sigma=-2
$$

The final results are:

$$
\begin{aligned}
& a_{1,1+}=\bar{r}_{1}^{2}\left\{\operatorname { l o g } _ { e } \frac { 8 } { \overline { \sigma } } \left[\frac{3}{2} \bar{\sigma}+\left(\frac{1}{6} \sin \alpha\right) \bar{\sigma}^{a}\right.\right. \\
& \left.-\left(\frac{3}{160} \sin ^{2} \alpha-\frac{9}{320}\right) \bar{\sigma}^{3}+\ldots\right] \\
& \left.+\left[\frac{3}{4} \bar{\sigma}+\left(\frac{81}{3200} \sin ^{2} \alpha+\frac{57}{6400}\right) \bar{\sigma}^{3}+\ldots .\right]\right\} \\
& \text { [A10a] } \\
& a_{1,2-}=\stackrel{\rightharpoonup}{r}_{1}^{3}\left\{\log _{e} \frac{8}{\bar{\sigma}}\left[\frac{1}{2} \vec{\sigma}+\left(\frac{1}{6} \sin \alpha\right) \bar{\sigma}^{a}-\left(\frac{1}{32} \sin ^{2} \alpha-\frac{3}{64}\right) \bar{\sigma}^{3}+\ldots\right]\right. \\
& \left.-\left[\frac{3}{4} \bar{\sigma}+\left(\frac{1}{9} \sin \alpha\right) \bar{\sigma}^{2}-\left(\frac{7}{128} \sin ^{3} \alpha-\frac{1}{256}\right) \bar{\sigma}^{3}+\ldots\right]\right\}[A 10 b] \\
& \mathrm{b}_{1,1+}=\frac{1}{2}\left\{\log _{\mathrm{e}} \frac{8}{\bar{\sigma}}\left[\frac{3}{2} \bar{\sigma}-\left(\frac{1}{12} \sin \alpha\right) \bar{\sigma}^{3}+\left(\frac{3}{80} \sin ^{2} \alpha-\frac{9}{320}\right) \bar{\sigma}^{3}+\ldots\right]\right. \\
& -\left[6 \sin \alpha-\left(\frac{3}{2} \sin ^{2} \alpha+\frac{3}{2}\right) \vec{\sigma}+\left(\frac{1}{12} \sin ^{3} \alpha-\frac{1}{8} \sin \alpha\right) \bar{\sigma}^{2}\right. \\
& \left.\left.-\left(\frac{3}{160} \sin ^{4} \alpha-\frac{3}{50} \sin ^{2} \alpha+\frac{123}{6400}\right) \bar{\sigma}^{3}+\cdots\right]\right\} \\
& \text { [A10c] } \\
& b_{1,2-}=\frac{1}{2}\left\{\log _{e} \frac{3}{\bar{\sigma}}\left[-\left(\frac{1}{12} \sin \alpha\right) \bar{\sigma}^{3}+\left(\frac{1}{16} \sin ^{3} \alpha-\frac{3}{64}\right) \bar{\sigma}^{3}+\ldots\right]\right. \\
& +\left[2 \sin \alpha+\left(\frac{1}{2} \sin ^{2} \alpha+\frac{1}{2}\right) \bar{\sigma}-\left(\frac{1}{12} \sin ^{3} \alpha-\frac{13}{72} \sin \alpha\right) \bar{\sigma}^{3}\right. \\
& \left.\left.+\left(\frac{1}{32} \sin ^{4} \alpha-\frac{1}{8} \sin ^{3} \alpha+\frac{13}{256}\right) \bar{\sigma}^{3}+\cdots \cdot\right]\right\} \\
& \text { [A10d] }
\end{aligned}
$$

$$
\begin{align*}
c_{1,1+}= & \frac{1}{2}\left\{\cos \alpha \log _{e} \frac{8}{\bar{\sigma}}\left[\frac{1}{4} \bar{\sigma}^{2}-\left(\frac{9}{160} \sin \alpha\right) \bar{\sigma}^{3}+\ldots .\right]\right. \\
& +\left[6-\left(\frac{3}{2} \sin \alpha\right) \bar{\sigma}+\left(\frac{1}{12} \sin ^{2} \alpha+\frac{1}{24}\right) \bar{\sigma}^{3}\right. \\
& \left.\left.-\left(\frac{3}{160} \sin ^{3} \alpha-\frac{213}{3200} \sin \alpha\right) \bar{\sigma}^{3}+\ldots \cdot\right]\right\} \\
c_{1,2-}= & \frac{1}{2}\left\{\cos \alpha \log _{e} \frac{8}{\bar{\sigma}}\left[\frac{1}{4} \bar{\sigma}^{2}-\left(\frac{3}{32} \sin \alpha\right) \bar{\sigma}^{3}+\cdots \cdot\right]\right.  \tag{A10e}\\
& -\left[2+\left(\frac{1}{2} \sin \alpha\right) \bar{\sigma}-\left(\frac{1}{12} \sin ^{2} \alpha-\frac{1}{8}\right) \bar{\sigma}^{3}\right. \\
& \left.\left.+\left(\frac{1}{32} \sin ^{3} \alpha-\frac{19}{128} \sin \alpha\right) \bar{\sigma}^{3}+. \cdot \cdot\right]\right\}
\end{align*}
$$

[A10f]

It will be found that these expressions (with only the given leading terms of the infinite series) provide sufficiently accurate approximations for our purpose, if $\bar{\sigma}$ does not exceed 0.2 .

CASE III. $\bar{s}_{i}$ OUTSIDE TRIANGULAR PULSE - In this case, the integrals appearing in Equations [A5] are proper, and can be evaluated conveniently by numerical integration.

Simpson's rule (Reference 19) is particularly well suited for numerical integration by electronic digital computers because of its simplicity and the resulting flexibility with which it may be applied. This rule may be expressed

$$
\int_{y_{1}}^{y_{1}+2 h} f n(y) d y \doteq \frac{h}{3}\left[f n\left(y_{1}\right)+4 f n\left(y_{1}+h\right)+f n\left(y_{1}+2 h\right)\right]
$$

The approximate equality becomes exact if the fourth derivative of the integrand is zero over the interval of integration. Moreover, so long as the fourth derivative is finite, the fractional error incurred by applying the rule can be made as small as desired, by confining application to sufficiently small intervals, 2 h . Thus, an integration over a given interval is split into integrations over an appropriate number of "subintervals" as follows:

$$
\begin{equation*}
\int_{y_{1}}^{y_{k}} \operatorname{fn}(y) d y=\sum_{i=1}^{k-1} \int_{y_{i}}^{y_{i+1}=y_{i}+2 h_{i}} f n(y) d y \tag{A11}
\end{equation*}
$$

$$
=\sum_{i=1}^{k-1} \frac{h_{i}}{3}\left[\operatorname{fn}\left(y_{i}\right)+4 \operatorname{fn}\left(y_{i}+h_{i}\right)+\operatorname{fn}\left(y_{i}+2 h_{i}\right)\right]
$$

where each subinterval, $2 h_{i}$, is to be chosen sufficiently small to assure the desired degree of accuracy.

In the present case, the integrands which are involved in Equations [A5] are well-behaved functions except for singularities of the influence functions situated at the point denoted $\overline{\mathbf{s}}_{i}$. The most unfavorable circumstance (since we have excluded those cases in which the point $\overline{\mathbf{s}}_{1}$ is encountered in the interval of integration) occurs when $\bar{s}_{i}$ is collinear with, and near one end of the line segment along which the integration is performed, and the integrand has a simple pole at $s=\bar{s}_{i}$. (The nature of the singularities of the influence functions is most readily apparent
in the series expansions, Appendix B.) Therefore, we consider the integral

$$
\begin{equation*}
\int_{y_{i}}^{y_{i}+2 h_{i}} \frac{1}{y} d y=\log _{e}\left(1+\frac{2 h_{i}}{y_{i}}\right) \tag{Exactly}
\end{equation*}
$$

$$
\dot{=} \frac{h_{i}}{3}\left[\frac{1}{y_{i}}+\frac{4}{y_{i}+h_{i}}+\frac{1}{y_{i}+2 h_{i}}\right] \text { (By Simpson's rule) }
$$

The fractional error is

$$
e=\frac{\frac{2 y_{i}}{h_{i}}\left[\frac{1}{6}+\frac{2}{3}\left(1+\frac{h_{i}}{y_{i}}\right)^{-1}+\frac{1}{6}\left(1+\frac{2 h_{i}}{y_{i}}\right)^{-1}\right]}{\log _{e}\left(1+\frac{2 h_{i}}{y_{i}}\right)}-1
$$

The fractional error is seen to be a function of $\frac{2 h_{i}}{y_{i}}$, the ratio of the length of the subinterval to the distance between the nearer end of the subinterval and the location of the pole of the integrand. Some values of $e$ are given in the following table:

| $\frac{2 h_{i}}{y_{1}}$ | Fractional <br> Error, $e$ |
| :--- | :--- |
| 0.2 | 0.000018 |
| 0.4 | 0.000113 |
| 0.6 | 0.000409 |
| 0.8 | 0.000970 |
| 1.0 | 0.001865 |
| 2.0 | 0.011379 |

For the present case, it is chosen to evaluate Equations [A5] by Simpson's rule, in the form given by Equation [A11], with the subintervals $2 h_{i}$ chosen to be of equal width within each particular interval. Thus

$$
2 h_{i}=\frac{y_{k}-y_{1}}{k-1}
$$

It is further chosen to select the number of subintervals, $k-1$, as the smallest (non-zero) integer satisfying the condition

$$
2 h_{i}=s 1 / 2 d_{\text {min }}
$$

where $d_{\min }$ is the distance from the point $\overline{\mathbf{s}}_{1}$ to the nearest end of the line segment over which the integration is performed.

$\qquad$

Finally, it is chosen to select the spacing of the points $s_{1}$, so that none of the paints $\overrightarrow{\mathbf{s}}_{\mathbf{i}}$ shall fall closer to any point of any other line segment (that is, other than the line segment containing $\overline{\mathbf{s}}_{i}$ ) than 0.7
(Application of the procedure described above involves accurate numerical evaluation of the influence functions $\Psi^{*}, \mathrm{~V}_{\mathrm{x}}{ }^{*}$, and $\mathrm{V}_{\mathrm{r}}{ }^{*}$ at discrete points along the path of integration. The method employed for this purpose is described in Appendix D.)

CASE IV. $\overline{\mathbf{s}}_{i}$ OUTSIDE SINGULAR PULSE -- In this case, the singularities of the influence functions are located outside the interval of integration; but the singularity of $\gamma_{1}(s)$, of order $s^{-1 / 2}$, is located at one end of the interval.


Since the point $\overline{\mathbf{s}}_{i}$ is in general not collinear with the line segment over which integration is performed, and may be either close to or distant from this segment, it is not practical to expand the integrands in series.

Numerical evaluation is practical, however, by the following device: Consider, for example, the influence coefficient

$$
c_{2,1+}=\int_{0}^{s_{2}}\left(\sqrt{\frac{s_{2}}{s}}-\frac{s}{s_{2}}\right) v_{r}^{*}\left(s, \overline{\mathrm{~B}}_{2}\right) d s
$$

As an approximation, this can be written

$$
\because, 1+\doteq V_{r} *\left(0, \bar{s}_{2}\right) \int_{0}^{\beta s_{2}}\left(\sqrt{\frac{s_{2}}{s}}-\frac{s}{s_{2}}\right) d s+\int_{\beta s_{2}}^{s_{2}}\left(\sqrt{\frac{s_{2}}{s}}-\frac{s}{s_{2}}\right) V_{r} *\left(s, \bar{s}_{2}\right) d s
$$

where the cxror arioes from neglecting any fractional change in $\mathrm{V}_{\mathbf{r}} *\left(\mathrm{~s}_{\mathbf{3}} \boldsymbol{\beta}_{\mathbf{2}}\right)$ over the interval $0<s<\beta s_{2}$. This error can be made as small as desired by choosing the coefficient $\beta$ sufficiently small. The first integral can then be evaluated analytically, and the second can be evalunted numerically, by Simpson's rule, after splitting it into appropriate subintervals. (In an instance in which $\mathrm{V}_{\mathrm{r}} *\left(\mathrm{~s}, \bar{s}_{2}\right)$ is dominated by a singular term of oxder $\left(s_{2}-s\right)^{-1}$, the fractional error in the first integral will not exceed that of the approximation

$$
\int_{0}^{\beta}\left(s^{-\frac{3}{2}}-s\right)(1+s) d s \doteq \int_{0}^{\beta}\left(s^{-\frac{1}{2}}-s\right) d s
$$

It is chosen to take $\beta=0.01$. Then this approximation becomes

$$
0.20061634 \doteq 0.19995
$$

Thus, the fractional error in the evaluation of the first integral would be of the order 0.003 ; and the contribution of this error to the total fractional error in the evaluation of $c_{2,1+}$ would be acceptobly sma11.)

With regard to application of Simpson's rule to the second integinl, the permissible width, $2 h_{i}$, of the ith subinterval of the second integral is related to the closest distance from this subinterval to any singularo ity of the integrand. If the width of the subinterval is taken equal to its closest distance from $s_{1}$ (the site of a singularity of order $s^{-1 / 2}$ ), wen, to the approximation that the integrand is dominated by this singularity, the fractional error in evaluating the integral over this subincerval is

$$
\mathrm{e} \doteq \frac{\frac{\mathrm{y}_{1}}{6}\left[\frac{1}{\sqrt{\mathrm{y}_{1}}}+\frac{4}{\sqrt{1.5 y_{1}}}+\frac{1}{\sqrt{2 \mathrm{y}_{1}}}\right]}{\int_{\mathrm{y}_{1}}^{2 \mathrm{y}_{1}} \frac{1}{\sqrt{y}} \mathrm{dy}}-1 \doteq 0.0005
$$

Taking $\beta=0.01$ in the first integral, the width of the first subinter- val of the second integral can be $2 h_{1}=0.01 \mathrm{~s}_{2}$. It is convenient to progressively increase the width of successive subintervals, so that the number required is not excessive. These considerations are applied in the following choice of a formal procedure for calculation of the influence coefficients, in the case at hand:

$$
\begin{align*}
a_{i, 1+}= & 0.19995 \Psi *\left(0, \bar{s}_{i}\right) s_{2}+\sum_{k=1}^{7} \frac{h_{k}}{3}\left[\left(\sqrt{\frac{s_{2}}{y_{k}}}-\frac{y_{k}}{s_{2}}\right) \Psi *\left(y_{k}, \bar{s}_{i}\right)\right. \\
& +4\left(\sqrt{\frac{s_{2}}{y_{k}+h_{k}}}-\frac{y_{k}+h_{k}}{s_{2}}\right) \Psi *\left(y_{k}+h_{k}, \bar{s}_{i}\right) \\
& \left.+\left(\sqrt{\frac{s_{k}+2 h_{k}}{}}-\frac{y_{k}+2 h_{k}}{s_{2}}\right) \psi *\left(y_{k}+2 h_{k}, \bar{s}_{i}\right)\right] \tag{A12}
\end{align*}
$$

where

$$
\begin{aligned}
& \mathrm{h}_{1}=0.00495 \mathrm{~s}_{2} \\
& \mathrm{~h}_{\mathrm{k}}=2^{\mathrm{k}-1} \mathrm{~h}_{1}, \quad 2 \leq \mathrm{k} \leq 6 \\
& \mathrm{~h}_{7}=0.18315 \mathrm{~s}_{2} \\
& \mathrm{y}_{1}=0.01 \mathrm{~s}_{2} \\
& y_{k}=y_{k-1}+2 h_{k-1}, \quad 2 \leq k \leq 7
\end{aligned}
$$

The coefficients $b_{1,1+}$ and $c_{1,1+}$ are given by exactly similar expressions, in which $V_{X}{ }^{*}$ and $V_{r}{ }^{*}$, respectively, appear in place of $\psi *$.

CASE V. $\bar{s}_{i}$ CUTSDDE SEMI-INFINITE PULSE -- In this case, the integrals ppearing in Equations [A5] are improper because the upper 1imit of interration extends to infinity; that is,

$$
\begin{aligned}
& a_{i, N+M+}=\int_{s_{N+M}}^{\infty} \psi *\left(s, \bar{s}_{i}\right) d s \\
& b_{i, N+M+}=\int_{s_{N+M}}^{\infty} V_{X} *\left(s, \bar{s}_{i}\right) d s \\
& c_{i, N+M+}=\int_{s_{N+M}}^{\infty} V_{r} *\left(s, \bar{s}_{i}\right) d s
\end{aligned}
$$

The series expansions of the influence coefficients used in the preceding cases, are useful only over intervals collinear with the point $\overline{\mathbf{s}}_{i}$, and not extending too far from this point. Alternative (asymptotic) expansions, valid at points sufficiently far removed from the point $\overline{\mathbf{s}}_{\mathbf{i}}$, are possible and are developed in Appendix C. Thus it is possible to evaluate a portion of any of the above integrals by numerical integration, from $s_{N+M}$ to a point $s^{\prime}$, sufficiently far removed from $\bar{s}_{i}$ to assure validity of the asymp totic expansions; and to evaluate the remaining portion, from $s^{\prime}$ to infinity, by analytic term-by-term integration.

In the course of developing this procedure, however, and attempting to test its accuracy, it was discovered that a purely numerical procedure, much better adapted to automatic computing, is feasible. This consists of dividing each integral into an infinite number of subintervals, so that the successive subintervals increase in width in geometric progression. With appropriate choice of the width of the first subinterval, and of the ratio between the widths of successive subintervals, Simpson's rule can be successfully applied, so that the infinite integration is approximated by an infinite summation of algebraic terms.

The actual procedure to be followed is chosen as follows:

$$
a_{i, N+M+} \doteq \sum_{k=1}^{k_{f}} \frac{h_{k}}{3}\left[\Psi *\left(y_{k}, \bar{s}_{i}\right)+4 \Psi *\left(y_{k}+h_{k}, \bar{s}_{i}\right)+\Psi *\left(y_{k}+2 h_{k}, \bar{s}_{i}\right)\right]
$$

where

$$
\begin{aligned}
& h_{1}=\frac{1}{4}\left[x\left(s_{N+M}\right)-x\left(s_{i}\right)\right] \\
& h_{k}=(1.5)^{k-1} h_{1} \\
& y_{1}=s_{N+M} \\
& y_{k}=y_{k-1}+2 h_{k-1}
\end{aligned}
$$

and where the $k_{f}$ th term of the summation is the first term encountered which is smaller than 0.000001 .

The coefficients $b_{i, N+M+}$ and $c_{1, N+M+}$ are evaluated by the same procedure, replacing $\Psi *$ by $V_{X} *$, and $V_{r} *$, respectively.
(Still another possibility for the handing of this case was considered; namely, replacing the semi-infinite uniform vortex cylinder, by its "equivalent" uniform sink disc, as discussed by Kiichemann and Weber (Reference 3). In principle, this would be the best approach, because only proper definite integrals would be involved. However, this approach was rejected because it would have required an additional computer subprogram to evaluate the influence functions for ring sinks.)

AC' JRACY CHECKS
Before attempting calculations of slipstream contraction, preliminary colculations were undertaken to uncover any significant errors in the
influence coefficients given by the procedures prescribed in each of the five cases. First, a procedure for numerical evaluation of the influence functions was developed and checked, as described in Appendix D. The numerical integration procedure prescribed for Case III was checked by applying the procedure exactly as prescribed; then applying it again, but taking five times as many subintervals; then comparing the two results. Precisely the same technique was used to check the numerical integration procedures prescribed for Cases IV and V.

The analytical formulas given for Cases I and II were checked by first applying the formulas over a certain interval; then dividing that interval into subintervals, applying the formulas over the singular subinterval, and integrating numerically over the other subintervals; then, comparing the two results.

No discrepancies larger than a few tenths of one percent were encountered in any of these checks. (Checks of the formulas given for Cases I and II were confined to cone-frustum segments for which the segment length was, at most, two-tenths of the radius at the segment midpoint. The accuracy of these formulas would, of course, deseriorate, if the segment length were increased very much.)

In addition, qualitative checks were made in all five cases by means of hand calculations using the tabulated properties of ring vortices, and certain special ring-vortex distributions, given in References 3 and 5. The results of these checks were also quite satisfactory. (Precise checks by this technique were not attempted, because the tables themselves are not very accurate. The object of these checks was merely to preclude the possibility of major errors.)

It was concluded that the procedures prescribed for calculation of the influence coefficients in each of these five cases were satisfactory.
resume of the calculation procedure
It is desirable, at this point, to give a concise, step-by-step summary of the procedure which was employed in the calculations.

The exact problem involves finding the shape of the slipstream of a shrouded impulse disc with a thin shroud of given shape and size. In principle, the flow field can be exactly represented by a distribution of ring-vortex singularities on the shroud and slipstream surface, in which case a solution of Equations [A1] and [A2] would constitute an exact solution of the exact problem.

It has been assumed that the exact problem can be replaced by an "approximate problem" in which the flow field is represented by a continuous distribution (of a certain restricted functional type) of singularities on a continuous surface composed of $N+M$ cone-frustum segments (the first $N$ of which approximate the shape of the shroud, and the $N+M$ th of which is a semi-infinite circular cylinder); and, further, that an exact solution of this approximate problem would afford an approximate solution of the exact problem. It follows that an approximate solution of this approximate problem will also afford an approximate solution of the exact problem.

The governing equations of the approximate problem (analogous to Equations [A1] and [A2] for the exact problem) are:

$$
\begin{equation*}
\Psi\left(\vec{a}_{i}\right)=\sum_{j=1}^{N-1} a_{1, j} \bar{\gamma}_{j}+\bar{\gamma}_{N} \sum_{j=N}^{N+M} a_{i, j} F_{j}=\psi_{0} \quad, \quad 1 \leq 1 \leq N+M-1 \tag{A1'}
\end{equation*}
$$

$$
V\left(\bar{s}_{i}\right)\left(\frac{F_{i}+F_{i+1}}{2}\right)=V\left(\bar{s}_{N}\right)\left(\frac{1+F_{N+1}}{2}\right) \quad, \quad N+1 \leq i \leq N+M-1
$$

where

$$
\begin{aligned}
& v\left(\bar{s}_{i}\right)=\left[v_{x}^{a}\left(\bar{s}_{i}\right)+v_{r}^{a}\left(\bar{s}_{i}\right)\right]^{\frac{1}{2}} \\
& v_{x}\left(\bar{s}_{i}\right)=\sum_{j=1}^{N+M} b_{i, j} \bar{\gamma}_{j} \\
& v_{r}\left(\bar{s}_{i}\right)=\sum_{j=1}^{N+M} c_{i, j} \bar{\gamma}_{j}
\end{aligned}
$$

Let us assume that a shroud shape has been given; that a set of points $\left(x_{i}, r_{i}\right), 1 \leq i \leq N+1$, defining a continuous system of cone-frustum segments which approximates the given shape has been selected; and further that a continuation of this set $\left(x_{i}, r_{i}\right), N+2 \leq i \leq N+M$, representing a first estimate of the slipstream shape, and a set of numbers ( $F_{i}$ ), $N+1 \leq i \leq N+M$, representing a first estimate of the slipstream relative vortex distribution, have been selected. One can then proceed as follows:

1. Calculate the coordinates $s_{i}$ of the points $\left(x_{i}, r_{i}\right)$, using the relations:

$$
\begin{aligned}
& s_{1}=0 \\
& s_{i}=s_{i-1}+\left[\left(x_{i}-x_{i-1}\right)^{2}+\left(x_{i}-x_{i-1}\right)^{2}\right]^{\frac{3}{2}}
\end{aligned}
$$

2. Calculate the influence coefficients $a_{i, j}, b_{i, j}$, and $c_{i, j}$ for the values $1 \leq i \leq N+M-1$ and $1 \leq \mathbf{j} \leq N+M$ by the procedures specified in the immediately preceding sections.
3. From Equation [A1'], for $1 \leq 1 \leq N$, from a set of $N$ sinultaneo 1inear algebraic equations in the $N$ unknowns, $\bar{\gamma}_{j}$, for $1 \leq j \leq N$; and solv for these values of $\bar{\gamma}_{j}$. (In the actual calculations subsequently describe this solution of simultaneous equations was performed by a standard subroutine (Reference 20 ) of the automatic computing facility employed.) Tabulate the remaining members of the set $\bar{\gamma}_{j}$, using the relation

$$
\bar{\gamma}_{j}=F_{j} \bar{\gamma}_{N}, N+1 \leq j \leq \mathbb{N}+M
$$

4. Using Equations [A1'] and [A2'], tabulate the quantities

$$
\left.\begin{array}{l}
\Psi\left(\bar{s}_{i}\right) \\
\gamma\left(\bar{s}_{1}\right) V\left(\vec{s}_{1}\right)
\end{array}\right\} \quad N \leq i \leq N+M-1
$$

(If these were uniform sets, then the most recently specified sets of values of $X_{i}, r_{i}$, and $\bar{\gamma}_{i}$ would constitute an exact solution of Equations [ $\mathrm{A1}^{\prime}$ ] and [ $\mathrm{A} 2^{\prime}$ ].)

5a. Replace the most recent estimate of the slipstream relative vortex distribution with the following new estimate:

$$
F_{1}^{\prime}=G_{1}^{\prime} \div\left[G_{N+1}^{\prime}+\frac{s_{N+1}-8_{N}}{8_{N+2}-8_{N+1}}\left(G_{N+1}^{\prime}-G_{N+2}^{\prime}\right)\right], \quad N+1 \leq 1 \leq N+M
$$

where

$$
\begin{aligned}
& G_{i}^{\prime}=V\left(\bar{s}_{N}\right) \frac{s_{i+1}-s_{i-1}}{\left(s_{i+1} \mathbf{s}_{i}\right) V\left(\widetilde{s}_{i}\right)+\left(s_{i}^{-s} s_{i-1}\right) V\left(\bar{s}_{i-1}\right)}, N+1 \leq i \leq N-1 \\
& G_{N+M}^{\prime}=G_{N+M-1}^{\prime}
\end{aligned}
$$

5b. Replace the most recent estimate of the slipstream shape with the following new estimate:

$$
\begin{aligned}
& r_{i}^{\prime}=r_{1}\left[Q_{i}-0.06 \tanh \left(\frac{Q_{i}-1}{0.09}\right)\right], \quad N+2 \leq N+M-1 \\
& r_{N+M}^{\prime}=r_{N+M-1}
\end{aligned}
$$

$$
x_{1}^{\prime}=x_{1}
$$

where

$$
Q_{i}=\left[\frac{\left(s_{i+1}-s_{i-1}\right) \Psi_{0}^{\prime}}{\left(s_{i+1}-s_{i}\right)\left(s_{i-1}\right)+\left(s_{i}-s_{i-1}\right) \Psi\left(\bar{s}_{i}\right)}\right]^{\frac{1}{2}}
$$

5c. Return to Step 1 and begin a new cycle of calculation.
(Note: In regard to step 5b, it was originally planned to perform the r-adjustment by means of the simpler and more natural formula $r_{i}^{\prime}=r_{i} Q_{i}$ It was found, however, that the values of $Q_{i}$ tended to oscillate around unity on successive cycles of calculation, converging toward unity rather slowly, if at all, after the first two or three cycles. The more artificia: formula given for Step 5b makes essentially the same r-adjustment as the simpler formula when $Q_{i}$ differs substantially from unity, but "damps out" the small adjustments which would otherwise retard final convergence. Whil the given formula was quite satisfactory for purposes of the limited series of calculations undertaken for this dissertation, further improvement
in the rate of convergence could undoubtedly be achieved by systematic modification of this formula.)

This five-step cycle of calculations is to be repeated until the two sets of quantities calculated at Step 4

$$
\left.\begin{array}{l}
\Psi\left(\bar{s}_{i}\right) \\
Y\left(\bar{s}_{i}\right) \quad V_{\left(\bar{s}_{i}\right)}
\end{array}\right\} N \leq i \leq N+M-1
$$

both approach uniformity, indicating that an exact solution of Equations [ $\mathrm{A} 1^{\prime}$ ] and [ $\mathrm{A} 2^{\prime}$ ] is being approached. When it becomes apparent to what uniform value $\gamma V$ this set $\gamma\left(\bar{s}_{i}\right) \mathbf{V}\left(\bar{s}_{i}\right)$ is converging, to within the required accuracy, the calculations can be terminated. (Strictly speaking, of course, even if the iteration process were continued without limit, and if the sets under discussion became absolutely stationary, they would still not be absolutely uniform, because the successive adjustments at Step 5 are based on linear interpolation between conditions at adjacent points $\overrightarrow{\mathbf{s}}_{\mathbf{i}}$ and $\overline{\mathbf{s}}_{\mathrm{i}-1}$, rather than on conditions at individual points $\overline{\mathbf{s}}_{\mathrm{i}}$. The remarks of this paragraph, and the next, are thus to be interpreted in a practical sense, not in a rigorous mathematical sense.)

The estimate of the final uniform value $\gamma \mathrm{V}$ of this set is then taken as an approximation to the uniform value of $\gamma(S) V(S), S \geq S_{t . e}$., which would be found from an exact solution of the exact problem.

The required estimate of the slipstream contraction ratio follows from this estimate of $\gamma V$, as follows: It is shown in Reference 3 that: If

$$
S \rightarrow \infty
$$

then

$$
\begin{aligned}
& V(S) \rightarrow \pi \gamma(S) \\
& \Psi(S) \rightarrow \pi \gamma(S)[R(S)]^{2}
\end{aligned}
$$

Thus the slipstream contraction ratio is given by

$$
\phi=\frac{R^{3}(\infty)}{\vec{r}_{N}^{2}}=\frac{\Psi_{0}}{\bar{r}_{N}^{2} \sqrt{\pi \gamma V}}
$$

The five-step calculating procedure itself has been completely specified, in a form suitable for direct translation into a digital computer program.

The steps preceding initiation of the calculation procedure (that is, the selection of the number and location of points to represent the ahroud shape and first estimate of the slipstream shape and relative vortex distribution) remain largely a matter of personal judgment: One arbitrary rule has been introduced in the interest of simplifying the calculation procedure:
a. No segment midpoint should fall closer to any point of any other segment than 0.7 times its distance from the nearest end of that other segment:

Beyond this, it has been pointed out that:
b. The accuracy of calculation of the influence coefficients may deterforate if the length of a segment (other than the $N+M t^{\text {) }}$ ) exceeds, say, twenty percent of the distance $\overline{\mathbf{r}}_{1}$ of its midpoint from the axis of symmetry.
c. The efficiency of the calculation procedure is impaired (that is, it will take longer to complete the calculations) if the lengths of adjacent segments (other than the $N+M t h$ ) are not of the same order of magnitude.

Beyond this are still less precisely defined considerations, such as:
d. The accuracy of the final result will presumably improve as the number of segments is increased.
e. The lengths of the segments should presumably be relatively shorter in regions where the vortex density, $\gamma(s)$, and/or the slope of the stream surface $\Psi_{0}$ are expected to change rapidly. The neighborhoods of the leading and trailing edges, and of points of rapid curvature of the shroud, are presumably such regions.

The decision on when to terminate the calculations also remains largely a matter of personal judgment. Only a general description has been given of how one should decide whether or not the iteration process has proceeded far enough.

It is possible that experience gained through long usage of this method of calculation might eventually lead to the formulation of further specific rules to diminish or remove these elements of personal judgment.

The preceding discussion was limited to the static case. However, the extension to the case of finite free-stream velocities is quite trivial Equation [ $\mathrm{Al}^{\prime}$ ] gives the stream function as the sum of the contributions of $N+M$ vortex distribution pulses; one adds to these the contribution $\frac{1}{2} U \vec{r}_{i}^{3}$ of the free stream. Similarly, Equation [ $A 2^{\prime}$ ] gives the axial v locity component as the sum of N+M terms, to which one simply adds $U$.

The only other modification required is in the formula

$$
\phi=\frac{\psi_{0}}{\bar{r}_{N}^{2} \sqrt{\pi \gamma V}}
$$

which was used to estimate the slipstream contraction ratio in the static case. With $U$ not zero this becomes

$$
\phi=\frac{2 \Psi_{0}}{\bar{r}_{N}^{3} \sqrt{U^{3}+4 \pi \gamma V}}
$$

## APPENDIX B

SERTES RYPANGION OT THE INTLUENCE FUNCTTONS
FOR A NUARBY RING VORTEX

The influence functions for an isolated vortex xing of strength $2 \pi$, as given by Kichomann and Weber (Reference 3), can be written

$$
\begin{align*}
& \psi *(x, \overline{\mathrm{x}}, \mathrm{r}, \overline{\mathrm{r}})=\sqrt{\mathrm{r} \overline{\mathrm{r}}} \frac{2}{\mathrm{k}}\left[\left(1-\frac{\mathrm{k}^{2}}{2}\right) \mathrm{K}(\mathrm{k})-\mathrm{E}(\mathrm{k})\right] \\
& \left.V_{x} *(x, \bar{x}, r, \bar{r})=\frac{1}{\sqrt{(x-\bar{x})^{2}+(r+r)^{2}}}\left\{K(k)-\left[1+\frac{2(\bar{r}-r) r}{(x-\bar{x})^{2}+(\bar{r}-r)^{2}}\right] E(k)\right\}\right\}  \tag{B1}\\
& \left.v_{r}^{*}(x, \bar{x}, r, \bar{r}) \frac{\bar{x}-x}{r \sqrt{(x-\bar{x})^{2}+(r+r)^{2}}}\left\{K(k)-\left[1+\frac{2 \bar{r} r}{(x-\bar{x})^{2}+(\bar{r}-r)^{2}}\right] E(k)\right\}\right]
\end{align*}
$$

where

$$
\mathrm{k} \equiv \frac{2 \sqrt{r \times r}}{\sqrt{(\mathrm{x}-\overline{\mathrm{x}})^{2}+(\bar{r}+\mathrm{r})^{2}}} \equiv \sqrt{1-\mathrm{k}^{\prime 2}}
$$

and $K(k)$ and $E(k)$ are the complete elliptic integrals of the first and second kinds, as defined and tabulated by Jahnke and Emde (Reference 21), for example.

It is convenient to define the variables $\sigma$ and $\alpha$ as follows (see the sketch):

$$
\begin{aligned}
& \sigma \equiv \sqrt{(x-\bar{x})^{2} \because\left(r-\frac{1}{x}\right)^{2}} \\
& \alpha \equiv \sin ^{-1}\left(\frac{r-\bar{r}}{\sigma \bar{r}}\right)
\end{aligned}
$$



The influence functions are rewritten as follows:

$$
\left.\begin{array}{l}
\Psi^{*}(\sigma, \alpha)=2 \overline{\mathrm{r}} \sqrt{1+\sigma(\sin \alpha+\sigma / 4)}\left[\left(1-\frac{\mathrm{k}^{2}}{2}\right) \mathrm{K}(\mathrm{k})-\mathrm{E}(\mathrm{k})\right] . \\
\mathrm{V}_{\mathrm{x}}^{*}(\sigma, \alpha)=\frac{1}{2 \bar{r}} \frac{1}{\sqrt{1+\sigma(\sin \alpha+\sigma / 4)}}\left[\mathrm{K}(\mathrm{k})+\left(\frac{2}{\sigma} \sin \alpha+\sin ^{2} \alpha-\cos ^{2} \alpha\right) \mathrm{E}(\mathrm{k})\right] \\
\mathrm{V}_{\mathrm{r}}^{*} *(\sigma, \alpha)=-\frac{\cos \alpha}{2 \overline{\mathrm{r}}} \frac{1}{\sqrt{1+\sigma(\sin \alpha+\sigma / 4)}}\left[\sigma \mathrm{K}(\mathrm{k})-\left(\sigma+2 \sin \alpha+\frac{2}{\sigma}\right) \mathrm{E}(\mathrm{k})\right]
\end{array}\right\}
$$

where

$$
k^{2}=1-\frac{\sigma^{3} / 4}{1+\sigma(\sin \alpha+\sigma / 4)}=1-k^{\prime 2}
$$

It is desired to expand these functions into infinite series, valid. for small values of $\sigma$. Appropriate expansions of the elliptic integrals, as given by Curtis and Sparks (Reference 22), can be written:

$$
\begin{aligned}
K(k)= & \frac{1}{2} \log _{e}\left(\frac{16}{k^{\prime 2}}\right)\left[1+\left(\frac{1}{2}\right)^{2} k^{\prime 2}+\left(\frac{1 \cdot 3}{2 \cdot 4}\right)^{2} k^{\prime 4}+\left(\frac{1 \cdot 3 \cdot 5}{2 \cdot 4 \cdot 6}\right)^{2} k^{\prime 6}+\ldots\right] \\
& -\left[\left(\frac{1}{2}\right)^{2} \frac{2}{1 \cdot 2} k^{\prime 2}+\left(\frac{1 \cdot 3}{2 \cdot 4}\right)^{2}\left(\frac{2}{1 \cdot 2}+\frac{2}{3 \cdot 4}\right) k^{\prime 4}+\left(\frac{1 \cdot 3 \cdot 5}{2 \cdot 4 \cdot 6}\right)^{2}\left(\frac{2}{1 \cdot 2}+\frac{2}{3 \cdot 4}+\frac{2}{5 \cdot 6}\right) k^{\prime 6}+\ldots\right] \\
E(k)= & \quad \frac{1}{2} \log _{e}\left(\frac{16}{k^{\prime 2}}\right)\left[\frac{1}{2} k^{\prime 2}+\left(\frac{1}{2}\right)^{2} \frac{3}{4} k^{\prime^{\prime 4}}+\left(\frac{1 \cdot 3}{2 \cdot 4}\right)^{2} \frac{5}{6} k^{\prime 6}+\ldots\right] \\
& +1-\left[\frac{1}{2}\left(\frac{1}{1 \cdot 2}\right)^{k^{\prime 2}}+\left(\frac{1}{2}\right)^{2} \frac{3}{4}\left(\frac{2}{1 \cdot 2}+\frac{2}{3 \cdot 4}\right) k^{\prime 4}+\left(\frac{1 \cdot 3}{2 \cdot 4}\right)^{2} \frac{5}{6}\left(\frac{2}{1 \cdot 2}+\frac{2}{3 \cdot 4}+\frac{2}{5 \cdot 6}\right) k^{\prime 6}+\ldots .\right]
\end{aligned}
$$

Substituting these expressions into Equations [B2], suitable series expansions of the remaining factors which appear are readily obtained with the aid of formulas given by Pierce (Reference 18) as follows:

$$
\begin{aligned}
& k^{\prime 2}= \frac{\sigma^{2}}{4}\left[1-(\sin \alpha) \sigma+\left(\sin ^{2} \alpha-\frac{1}{4}\right) \sigma^{2}-\left(\sin ^{3} \alpha-\frac{1}{2} \sin \alpha\right) \sigma^{3}\right. \\
&\left.+\left(\sin ^{4} \alpha-\frac{3}{4} \sin ^{2} \alpha+\frac{1}{16}\right) \sigma^{4}-\left(\sin ^{5} \alpha-\sin ^{3} \alpha+\frac{3}{16} \sin \alpha\right) \sigma^{5}+\ldots\right] \\
& \therefore \quad \log _{e} \frac{16}{k^{\prime 2}}= \\
& \quad \log _{e} \frac{64}{\sigma^{2}}+\left[(\sin \alpha) \sigma-\left(\frac{1}{2} \sin ^{2} \alpha-\frac{1}{4}\right) \sigma^{2}+\left(\frac{1}{3} \sin ^{3} \alpha-\frac{1}{4} \sin \alpha\right) \sigma^{3}\right. \\
& \therefore \quad-\left(\frac{1}{4} \sin ^{4} \alpha-\frac{1}{4} \sin ^{2} \alpha+\frac{1}{32}\right) \sigma^{4} \ldots \\
&\left.+\left(\frac{1}{5} \sin ^{5} \alpha-\frac{1}{4} \sin ^{3} \alpha+\frac{1}{16} \sin \alpha\right) \sigma^{5}+\ldots\right]
\end{aligned}
$$

$$
\begin{aligned}
& \sqrt{1+\sigma(\sin \alpha+\sigma / 4)}=1+\left(\frac{1}{2} \sin \alpha\right) \sigma-\left(\frac{1}{8} \sin ^{2} \alpha-\frac{1}{8}\right) \sigma^{2}+\left(\frac{1}{16} \sin ^{3} \alpha-\frac{3}{32} \sin \alpha\right) \sigma^{3}+\ldots \\
& \frac{1}{\sqrt{1+\sigma(\sin \alpha+\sigma / 4)}}=1-\left(\frac{1}{2} \sin \alpha\right) \sigma+\left(\frac{3}{8} \sin ^{2} \alpha-\frac{1}{8}\right) \sigma^{2}-\left(\frac{5}{16} \sin ^{3} \alpha-\frac{3}{16} \sin \alpha\right) \sigma^{3}+\ldots
\end{aligned}
$$

The desired expansions of the influence functions can then be obtained by a straightforward process of multiplying together the expansions of the various factors, as indicated by Equations [A2], and collecting terms in like powers of $\sigma$. The results are:

$$
\begin{aligned}
& \psi *(\sigma, \alpha)=\overline{\mathrm{r}}\left\{\frac{1}{2} \log _{e} \frac{64}{\sigma^{3}}\left[1+\left(\frac{1}{2} \sin \alpha\right) \sigma-\left(\frac{1}{8} \sin ^{2} \alpha-\frac{3}{16}\right) \sigma^{2}+\left(\frac{1}{16} \sin ^{3} \alpha-\frac{3}{32} \sin \alpha\right) \sigma^{3}+\ldots\right]\right. \\
& \left.-\quad-\left[2+\left(\frac{1}{2} \sin \alpha\right) \sigma-\left(\frac{1}{4} \sin ^{2} \alpha-\frac{1}{16}\right) \sigma^{2}+\left(\frac{7}{48} \sin \alpha-\frac{1}{8} \sin \alpha\right) \sigma^{3}+\cdots\right]\right\} \\
& v_{x} *(\sigma, \alpha)=\frac{1}{2 \bar{r}}\left[\frac{1}{2} \log _{e} \frac{64}{62}\left[1-\left(\frac{1}{4} \sin \alpha\right) \sigma+\left(\frac{1}{4} \sin ^{2} \alpha-\frac{3}{16}\right) \sigma^{2}+\ldots\right]\right. \\
& \left.+\left[(2 \sin \alpha) \frac{1}{\sigma}-\cos ^{2} \alpha-\left(\frac{1}{4} \sin ^{3} \alpha-\frac{5}{8} \sin \alpha\right) \sigma+\left(\frac{1}{8} \sin ^{4} \alpha-\frac{9}{16} \sin ^{2} \alpha+\frac{1}{4}\right) \sigma^{2}+\ldots\right]\right\} \\
& v_{r} *(\sigma, \alpha)=\frac{\cos \alpha}{2 r}\left\{\frac{1}{2} \log _{e} \frac{64}{\sigma^{2}}\left[\frac{3}{4} \sigma-\left(\frac{3}{8} \sin \alpha\right) \sigma^{2}+\ldots\right]\right. \\
& \left.-\left[\frac{2}{\sigma}+\sin \alpha-\left(\frac{1}{4} \sin ^{2} \alpha-\frac{5}{8}\right) \sigma+\left(\frac{1}{8} \sin ^{2} \alpha-\frac{11}{16} \sin \alpha\right) \sigma^{2}+\cdots\right]\right\}
\end{aligned}
$$

We are not concerned with investigating the conditions for convergence of these series, because we will be using only the given leading terms, as approximations. The limitations necessary to assure accuracy of the approximations, for our purposes, are discussed elsewhere.

## APPENDIX C <br> SERIES EXPANSION OF THE INFLUENCE FUNCTIONS FOR A DISTANT RING VORTEX

For the problem of evaluating the stream function and velocity components induced at a point by a uniform distribution of ring vortices on a semi-infinite cylinder, it is convenient to have series expansions of the influence functions for an isolated ring vortex (Appendix B, Equations [B1] which are valid at points sufficiently far removed from the ring vortex in question. It is necessary to consider only expansions of the $\Psi^{*}$ and $V_{X}{ }^{*}$ functions, since there is a convenient exact solution which may be used to find the radial velocity induced by a semi-infinite uniform vortex cylinder; namely,

$$
V_{r}(\bar{x}, \bar{r})=-\sqrt{\frac{r}{\bar{r}}} \frac{2}{k}\left[\left(1-\frac{k^{3}}{2}\right) K(k)-E(k)\right]
$$

where

$$
k=\frac{2 \sqrt{\underline{r} r}}{\sqrt{(x-\bar{x})^{2}+(\bar{r}+r)^{2}}}
$$

and ( $x, r$ ) are the coordinates of a point on the leading edge of the semiinfinite cylinder, and ( $\bar{x}, \bar{r}$ ) are the coordinates of the point where the radial velocity is measured. This formula is given by Reference 23 , but with an error, presumably typographical.

Introducing the notation:

$$
\begin{aligned}
a & \equiv 4 \mathrm{r} \overline{\mathrm{r}} \\
\mathrm{~b} & \equiv \overline{\mathrm{r}}+\mathbf{r} \\
\mathrm{c} & \equiv \overline{\mathrm{r}}-\mathbf{r} \\
\Delta \mathrm{x} & \equiv \mathrm{x}-\overline{\mathrm{x}}
\end{aligned}
$$

Equations [B1] can be written

$$
\left.\begin{array}{l}
\psi *(\Delta x)=\frac{\sqrt{a}}{k}\left[\left(1-\frac{k^{2}}{2}\right) K(k)-E(k)\right] \\
V_{X} *(\Delta x)=\frac{1}{\sqrt{(\Delta x)^{2}+b^{2}}}\left[K(k)-\left(1+\frac{c(b-c)}{(\Delta x)^{2}+c^{2}}\right) E(k)\right] \tag{C1}
\end{array}\right\}
$$

where

$$
k^{2}=\frac{a}{(\Delta x)^{2}} \frac{1}{1+\left(\frac{b}{\Delta x}\right)^{2}}
$$

Appropriate series expansions of the complete elliptic integrals are given by Pierce (Reference 18) as follows:

$$
\begin{aligned}
& K(k)=\frac{\pi}{2}\left[1+\left(\frac{1}{2}\right)^{2} k^{3}+\left(\frac{1 \cdot 3}{2 \cdot 4}\right)^{2} k^{4}+\left(\frac{1 \cdot 3 \cdot 5}{2 \cdot 4 \cdot 6}\right)^{2} k^{6}+\ldots .\right] \\
& E(k)=\frac{\pi}{2}\left[1-\left(\frac{1}{2}\right)^{2} k^{3}-\left(\frac{1 \cdot 3}{2 \cdot 4}\right)^{2} \frac{k^{4}}{3}-\left(\frac{1 \cdot 3 \cdot 5}{2 \cdot 4 \cdot 6}\right)^{2} \frac{k^{6}}{5}-\ldots\right]
\end{aligned}
$$

With the further expansions

$$
\begin{gathered}
k^{a}=\frac{a}{(\Delta x)^{a}}\left[1-\left(\frac{b}{\Delta x}\right)^{2}+\left(\frac{b}{\Delta x}\right)^{4}-\left(\frac{b}{\Delta x}\right)^{6}+\ldots\right] \\
\frac{1}{\sqrt{(\Delta x)^{2}+b^{2}}}=(\Delta x)^{-1}-\frac{b^{3}}{2}(\Delta x)^{-3}+\frac{3 b^{4}}{8}(\Delta x)^{-5}-\frac{5 b^{6}}{16}(\Delta x)^{-7}+\ldots \\
\frac{c(b-c)}{(\Delta x)^{2}+c^{2}}=\frac{c(b-c)}{(\Delta x)^{2}}\left[1-\left(\frac{c}{\Delta x}\right)^{2}+\left(\frac{c}{\Delta x}\right)^{4}-\left(\frac{c}{\Delta x}\right)^{6} \ldots\right]
\end{gathered}
$$

one is again in position, simply by multiplying together the various factors and collecting like terms, to obtain the results:

$$
\left.\begin{array}{rl}
\Psi *(\Delta x)= & \frac{\pi}{2}\left[\frac{a^{2}}{16}(\Delta x)^{-3}-\left(\frac{3 a^{a} b^{a}}{32}-\frac{a^{3}}{128}\right)(\Delta x)^{-5}+\cdots\right] \\
V_{x} *(\Delta x)= & \frac{\pi}{2}\left[\left(\frac{a}{2}+c^{2}-b c\right)(\Delta x)^{-3}\right. \\
& \left.-\left(\frac{3 a b^{3}}{4}-\frac{3 a^{3}}{16}-\frac{a b c}{4}+c^{4}-b c^{3}+\frac{b^{2} c^{3}}{2}-\frac{b^{3} c}{2}\right)(\Delta x)^{-5}+\cdots\right]
\end{array}\right\}[c 2]
$$

The given leading terms of these series will provide an adequate approximation when $\Delta x$ is sufficiently large. When $r$ and $\bar{r}$ are roughly equal (as is always the case in the present investigation), an approximation within about one percent is afforded by the given leading terms, provided $\Delta x / b \geq 4$. The fractional error tends to zero when $\Delta x / b$ increases without limit.

## -99- <br> APPENDIX D

NUMERICAL EVALUATION OF THE INFLUENCE FUNCTIONS
In those cases in which an influence coefficient was determined by a numerical integration along a definite path, it was necessary to obtain numerical values of the influence functions ( $\psi *, V_{x} *$, and $V_{r} *$ ) at discrete points along this path. This was done by direct application of the formulas given in Appendix B, Equations [B1]. Values of the complete elliptic integrals appearing in those formulas were obtained as follows:

1. The squared modulus of the elliptic integrals was calculated:

$$
k^{a}=\frac{4 \bar{r} r}{(x-\bar{x})^{2}+(\bar{r}+r)^{3}}=1-k^{\prime a}
$$

2a. If $k^{2} \leq \frac{1}{2}$, the following series expansions given by Piexce (Reference 18) were applied:

$$
\begin{aligned}
& K(k)=\frac{\pi}{2}\left\{1+\sum_{n=1}^{\infty}\left[\left(\frac{1 \cdot 3 \cdot 5 \cdot \cdots(2 n-1)}{2 \cdot 4 \cdot 6 \cdot \cdots(2 n)}\right)^{3} k^{2 n}\right]\right\} \\
& E(k)=\frac{\pi}{2}\left\{1-\sum_{n=1}^{\infty}\left[\left(\frac{1 \cdot 3 \cdot 5 \cdot \cdots(2 n-1)}{2 \cdot 4 \cdot 6 \cdot \cdots(2 n)}\right)^{2} \frac{k^{2 n}}{2 n-1}\right]\right\}
\end{aligned}
$$

The summations were terminated at a value of $n$ for which neither summand was greater than $10^{-7}$.
$2 b$. If $k^{2}>\frac{1}{2}$, the following series expansions given by curtis and Sparks (Reference 22) were app1ied:

$$
\begin{aligned}
& K(k)= \frac{1}{2} \\
& \log _{e}\left(\frac{16}{k^{\prime 2}}\right)\left\{1+\sum_{n=1}^{\infty}\left[\left(\frac{1 \cdot 3 \cdot 5 \cdot \cdots(2 n-1)}{2 \cdot 4 \cdot 6 \cdot \cdots(2 n)}\right) k^{\prime 2 n}\right]\right\} \\
&-\sum_{n=1}^{\infty}\left[\left(\frac{1 \cdot 3 \cdot 5 \cdot \cdots(2 n-1)}{2 \cdot 4 \cdot 6}\right)^{2}\left(\frac{2}{1 \cdot 2}+\frac{2}{3 \cdot 4}+\cdots+\frac{2}{(2 n-1)(2 n)}\right) k^{\prime 2 n}\right.
\end{aligned}
$$

$$
\left.\left.\begin{array}{c}
E(k)=\frac{1}{2} \log _{e}\left(\frac{16}{k^{\prime}}\right)^{2} \sum_{n=1}^{\infty}\left[\left(\frac{1 \cdot 3 \cdot 5 \cdot \cdot(2 n-3)}{2 \cdot 4 \cdot 6 \cdot \cdot(2 n-2)}\right)^{2} \frac{2 n-1}{2 n} k^{\prime 2 n}\right]+1 \\
\\
-\sum_{n=1}^{\infty}\left[( \frac { 1 \cdot 3 \cdot 5 \cdot \cdots ( 2 n - 3 ) } { 2 \cdot 4 \cdot 6 \cdot \cdots ( 2 n - 2 ) } ) ^ { 2 } \frac { 2 n - 1 } { 2 n } \left(\frac{2}{1 \cdot 2}+\frac{2}{3.4}+\cdots+\right.\right. \\
\\
\\
(2 n-3)(2 n-2)
\end{array}+\frac{1}{(2 n-1)(2 n)}\right) k^{\prime 2 n}\right] .
$$

The summations were terminated at a value of $n$ for which none of the four summands was greater than $10^{-7}$.

Values of the complete elliptic integrals computed in this manner were found to agree, to five significant figures, with the values given by Dwight's "Mathematical Tables," over a range of values of the squared modulus, $0<\mathrm{K}^{2}<0.9999998$.
(Note: The series given in paragraphs $2 a$ and $2 b$ are equivalent to those given in Appendix B and Appendix C, respectively.)

## APPENDEE E

DERIVATION OF THE STREAM FUNCTION FCR AN ISOLATED VORTEX RING

The following derivation is adapted from one given by Lamb, Reference 6. Lamb's derivation was intermingled with a more general discussion of vortex motion. For this reason it was felt that a concise review of the essential steps zaight be helpful.

Consider the motion of a fluid of infinite extent due to a vortex tube of uniform vorticity, in the fors of a torus centered on the x-axis. Let us seek to express the ve Hocity at any point as the curl of a vector function $\vec{S}(x, y, z)$

$$
\vec{V}=7 x \vec{S}
$$

Continuity will be satisfied, since $7 \cdot \overrightarrow{7}=7 \cdot(\nabla \times \vec{S})=0$, by definition. Taking the curl of both sides of this equation

$$
\begin{aligned}
7 \times \vec{V} & =7 \times(7 \times \overrightarrow{\mathrm{s}}) \\
& =7(\nabla \cdot \overrightarrow{\mathrm{~s}})-\nabla^{3} \overrightarrow{\mathrm{~s}}
\end{aligned}
$$

Since only the curl of $\vec{S}$ has significamce, we may add to, or subtract from $\vec{S}$ any irrotational vector function we please. In particular, we may arrange that $\nabla \cdot \vec{S}=$ a constant, ant so write

$$
7^{2} \vec{s}=-7 \times \vec{v}
$$

In the present case, we will have $7^{2} \vec{S}=0$, except within the torus, where $7^{2} \vec{s}$ will be at every point a vector of constant magnitude, and in the direction normal to the x-axis, arod the radius, and forming a righthand set with them. An analogous problem occurs in the Newtonian potential theory, where the scalar equation

$$
7^{2} \phi=-4 \pi x
$$
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applifes at points occupied by matter of density $x$, and $\boldsymbol{T}^{3} \phi=0$ elsewhere. It is well known that a solution is

$$
\phi(\bar{x}, \bar{y}, \bar{z})=\iiint \frac{x(x, y, z)}{\rho} d x d y d z
$$

where $\rho$ is the distance between the points $(\bar{x}, \bar{y}, \bar{z})$ and $(x, y, z)$, and the integral is taken over all space occupied by matter. By analogy, we have a solution

$$
\vec{S}=\frac{1}{4 \pi} \iiint \frac{7 x \vec{V}}{\rho} d x d y d z
$$

where the integral is taken over the volume of the torus. If we let the cross-sectional area of the torus tend to zero, while keeping the product of the area and the curl equal to a constant, say $\vec{\Gamma}$, we have

$$
\vec{S}(\bar{x}, \vec{r}, \vec{\theta})=\frac{1}{4 \pi} \int_{0}^{2 \pi} \frac{\vec{\Gamma}(x, r, \theta) r d \theta}{\rho}
$$

The vector function $\vec{S}$ is related to the scalar function $\Psi$ as explained below.

We have, by Stokes' theorem

$$
\oint_{l} \vec{S} \cdot d \vec{l}=\iint_{A}(7 \times \vec{S}) \cdot d \vec{A}=\iint_{A} \vec{\nabla} \cdot d \vec{A}
$$

The right hand member is the flux across the area $A$. Choosing $A$ to be the plane area enclosed by the circle ( $\overline{\mathrm{x}}, \overrightarrow{\mathrm{r}}$ ), we have

$$
\oint_{\ell} \overrightarrow{\mathrm{s}} \cdot \overrightarrow{\mathrm{~d} \ell}=2 \pi \int_{0}^{\overline{\mathrm{r}}} \mathrm{uydy}=2 \pi \Psi(\overline{\mathrm{x}}, \overline{\mathrm{r}})
$$

since, by definition,

$$
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$$

$$
\Psi(\bar{x}, \bar{r})=\int_{0}^{\bar{r}} u(\bar{x}, y) y d y
$$

(See Equations [1'].)


It is evident from symmetry that, since $\vec{\Gamma}$ is a vector of constant magnitude tangential to the circle ( $\mathrm{x}, \mathrm{r}$ ), so, along a particular circle $(\bar{x}, \bar{r}), \vec{S}$ will be of constant magnitude and tangential to this circle, in the same sense as $\vec{\Gamma}$. Hence, from the last equation

$$
2 \pi \bar{\psi}(\vec{x}, \bar{r})=2 \pi \bar{r}|\vec{S}|
$$

Hence

$$
\Psi(\bar{x}, \bar{x})=\frac{\Gamma}{4 \pi} \mathbf{r} \bar{r} \int_{0}^{2 \pi} \frac{\cos \theta^{\rho} d \theta^{r}}{\rho}
$$

where

$$
\begin{aligned}
& \Gamma=|\vec{\Gamma}| \\
& \theta^{\prime}=\theta-\bar{\theta} \\
& \rho=\left[(x-\bar{x})^{2}+\left(r \cos \theta^{\prime}-\bar{r}\right)^{2}+\left(r \sin \theta^{\prime}\right)^{2}\right]^{\frac{3}{2}}
\end{aligned}
$$

Rearranging terms we obtain Equation [EI of the main text:

$$
\Psi(\bar{x}, \bar{r})=\frac{\Gamma}{2 \pi} \sqrt{r \bar{r}} \frac{2}{k}\left[\left(1-\frac{k^{3}}{2}\right) \Psi(k)-E(k)\right]
$$

where

$$
\begin{aligned}
K(k) & =\int_{0}^{\pi / 2} \frac{d \alpha}{\sqrt{1-k^{3} \sin ^{2} \alpha}} \\
E(k) & =\int_{0}^{\pi / 2} \sqrt{1-k^{3} \sin ^{2} \alpha} d \alpha \\
k^{2} & =\frac{4 r \bar{r}}{(x-\bar{x})^{2}+(x+\bar{r})^{3}}
\end{aligned}
$$

That is, $K(k)$ and $E(k)$ are the complet elliptic integrals, of the first and second kinds.

The Equation [5] was derived froma velocity field which is continuous and irrotational, except on the circle ( $x, r$ ), and hence is necessarily a solution of Equation $£ 2$ ¹-
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Table 1 - Data From a Twenty-Iterative-cycle Calculation for a Cylindrical

(a) Input Ikata

|  | $\mathrm{x}_{1}$ | $r_{i}$ | $F_{i}$ |
| :---: | :---: | :---: | :---: |
|  | 0.00000000 | $1.0000 n 00$ a |  |
|  | 0.0050000 | $1.0 n 00 n 000$ |  |
|  | 0.01000000 | 1.0000nono: |  |
| 4 | $0.020 n 0000$ | 1.98000000 d |  |
| 5 | 0.03000000 <br> 0.04000000 | $1.0 n 00 n 006$ 1,00000009 |  |
|  | 0.05000000 | 1.00000nome |  |
| \& | $00060 n 0000$ | $1.0 n 00 n 006$ |  |
|  | $0.070 n 0000$ | 1.0noonamm |  |
| 10 | 0.08000000 | $1.0 n 000000$ |  |
| 11 | $0.090 n 0000$ | $1.0 n$ |  |
| $12$ | 0.10000000 | 1.00000006 |  |
| $13$ | 0.11000000 | $1.0 n 0000 \mathrm{~mm}$ |  |
| $14$ | 0.12000000 | 1.0n00noon |  |
| 15 | $0.130 n 0000$ | 1.00 |  |
| 16 | n. $140 \mathrm{nco000}$ | 1.000000 ma |  |
| $17$ | $0.150 n 0000$ | 1.0noonoos: |  |
| 18 | 0.16000000 | $1.0 n 000$ |  |
| 19 | $0.170 n 0000$ | $1.0 n 00 n 0$ |  |
| $20$ | n. 180 n 0000 | 1.0noonons |  |
| 21 | 0.19000000 | 1.0noonome |  |
| 22 | $0.195 n$ |  |  |
| 23 | 0.197500 | $2.0 n 0$ |  |
| $24$ | 0.19937500 | 1.0noonaear |  |
| $25$ | 0.20062500 | 1.07000003 | 1,00000000 |
| $\begin{array}{r} 26 \\ \hline \end{array}$ | 0.20250000 | $1.0 n 000$ iosa | 1.00000000 |
| 27 | 0.20500000 | 1.00000 | 1.00000000 |
| $28$ | $0.210 n 0000$ | 1.000000 da | 1.00000000 |
| $29$ | $0.220 n 0000$ | $1.0 n 0000 \mathrm{~mm}$ | 1.00000000 |
| 30 | $0.230 n 0000$ | 1.0700000094 | 1.00000000 |
| 1 | $0.240 n 0000$ | 1.070 | 1.00000000 |
| 32 | $0.260 n 0000$ | 1.0noonoon | $1.0000 n 000$ |
| $33$ | $0.280 n 0000$ | 1.0nconome | 1,0000n000 |
| $34$ | $0.300 n 0000$ | $1.0 n 0000 \mathrm{~mm}$ | 1.00000000 |
| 35 | 0.32000000 | 1.0000n000 | 1.0000n000 |
| 36 | $0.340 n 0000$ | 1.0n00000e | $1.0000 n 000$ |
| 37 | 0.36000000 | 1.0n000000 | 1.00000000 |
| 38 | $0.400 n c 000$ | $1.0 n 00 n 00 \%$ | 1.0000n000 |
| 39 | 0.45000000 | 2.0n00noxe | 1.00000000 |
| 40 | 0.50000000 | 1.00000000: | 1200000000 |
| 41 | 0.60000000 | 1.00000006 | 1.00008000 |
| $42$ | 0.70000000 | 1.00000000 | 1.00000000 |
| 43 | 0.80000000 | 1.00000000 | 1.00000000 |
| 44 | 0.90000000 | 1.0n000000: | $1.0000 n 000$ |
| 45 | 1.00000000 | $1.0 n 000006$ | 1.00000000 |
| 46 | 1.150n0000 | 1.0n000000: | 1.00008000 |
| 47 | 1.30000000 | $1.0 n 000000$ | $1.0000 n 000$ |
| 48 | 1.45000000 | 1.070000 | $1.0000 n 000$ |
| 49 | 1.00070000 | $1.0 n 00 n 00{ }^{\text {a }}$ | $1.0000 n 000$ |
| 50 | $1.750 n 0000$ | $1.0 n 00 \mathrm{nomm}$ | 1.00000000 |
| 51 | $1.900 n 0000$ | 1.0noonar | $1.0000 n 000$ |
| $52$ | 2.050n0000 | $1.0000 n 00 \pi$ | $1.0000 n 000$ |
| 53 | 2.200n0noo | 1.0n00nors | 1.00000000 |
| $54$ | 2:350n0000 | 1.0noonana: | $1.0000 n 000$ |
| $\begin{aligned} & 55 \\ & 58 \end{aligned}$ | $2.500 n 0000$ | $1.0 n 000003$ | 1.00000000 |
| 56 | $2.650 n 0000$ | $1.0 n 00 n o m$ | $1.0000 n 000$ |
| 57 | 2.300nonoo | $1.0 n 00 n 000$ | $1.0000 n 000$ |
| 58 | $2.950 n 0000$ | $1.0000 n 000$ | $1.0000 n 000$ |
| $59$ | 3.100n0000 | 1.0noonoar | 1.00000000 |
| $60$ | $3.250 n 0000$ | 1,0n00noas | 1.00000000 |
| 61 | 3.40000000 | $1.0 n 00 n 0050$ | $1.0000 n 000$ |
| 62 | 3.550n0000 | $1.0 n 00 n 0 \mathrm{~mm}$ | 1.00000000 |
| $63$ | 3.700n0000 | $1.0 n 00 n 0005$ | 1.0000000 |
| $64$ | 350n0000 | 1.0n00nome | 00000 |


|  |  | 2¢195400 | 14805600 | CTLL6T00 | \＄9 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| UP821900 | EL961800 | 2¢L9¢ぐO | $128056^{\circ} \mathrm{U}$ | L1LLETO | \＄9 |
| E「E21900 | 19765170 | LO18E200 | HUEI5600 | L1LLET0 | $\varepsilon 9$ |
| \＃L911900 | 9220troc | 9196โく－0 | 78ST5600 | LILLETO | 29 |
| $9 £ 6019^{\circ} 0$ | tL68170 | S8Ethl＊ | 1766150 ${ }^{\circ}$ | LTLLET＊ | 19 |
| teror9＊o | 1698150 | 2SIETL゚O | Sthz5600 | LTLL6T＊ | 09 |
| 06260900 | LLEBIT＊O | Szestcoo | L56256＊ | CILLET：0 | 65 |
| Oz\＆8ug＊o | 2K08ttoo | 8Escticoo | c¢5656 ${ }^{\circ} \mathrm{O}$ | CTLL6T0 | 95 |
| $861209^{\circ} \mathrm{O}$ | 9n9Ltio． | 5ntosko | SLITS6＊0 | CTLLOTO | 45 |
| ¢ L6Sug ${ }^{\circ}$ | Erclito | z80s5L＊O | ．563m560 | CTLL6100 | 95 |
| 25stu9 ${ }^{\circ}$ | oclaito | 965951＊O | ＂12956\％ | L1L26100 | 55 |
| 85620900 | －9191700 | 2L10960 | 2t9956：0 | LTLL6T0 | \＃S |
| UEItu90 | ELSETT0 |  | $002656^{\circ} 0$ | LTLLOT0 | ES |
| OE0665 0 | 288nito | ¢65694＊O | 126856 ${ }^{\circ}$ | －LTLLOT0 | 25 |
| 095965＊0 | T0Tカtroo | 6SOSLL＊O | S25096＊ | CTLL6T00 | 15 |
| 65LE05＊0 | 80こと隹0 | LT918L＊O | Se61960 | LTLL6T0 | Os |
| 697065．0 | H6tzito | 力て26日＊＊0 | 58L5960 | L1LLOT＊ | 67 |
| $129985^{\circ} 0$ | 9r0tito | S60801＊0 | ＂156596 ${ }^{\circ} \mathrm{O}$ | CTLL6T0 | 加 |
| ¢n0こes＊0 | ¢126010 | S8t808．0 | CL7890 ${ }^{\circ} \mathrm{O}$ | LTLLET＊O | 24 |
| UE99L5 ${ }^{\circ}$ | $661807^{\circ}$ | S1902800 | $605126^{\circ} \mathrm{O}$ | LTLLOT0 | 9n |
| SE10L5＊O | 9 4 ¢\％OT0 | 206\％15800 | 14LTL6＊O | LTLLOT0 | St |
| EटLE\％${ }^{\circ} \mathrm{O}$ | E98not ${ }^{\circ}$ | －¢LST8＊O | S0¢1650 | LILL6190 | 7\％ |
| vo3lss．0 | ostrsor 0 | S¢＊LS800 | $001086{ }^{\circ}$ | LTLLOT＊ | Et |
| 89015s．0 | －．S2610100 | 力ヶでく800 | SEIE8600 | CTLL6T0 | 2\％ |
| LTEn5 0 | $682001^{\circ} \mathrm{O}$ | cor960 | 20199360 | LTLL6T＊O | T |
| 2tLnis ${ }^{\circ}$ | \＃¢586000 | $285200^{\circ} 0$ | 778686＊0 | CTLL6T0 | On |
| Ustress＊0 | STT26000 | $88911^{\circ} \mathrm{O}$ | $829160^{\circ} \mathrm{U}$ | CTLLOTOO | 68 |
|  | Or196000 | L691260 | ¢ST1860 ${ }^{\circ} \mathrm{O}$ | CTLLET0 | $3 E$ |
| C6trlis．o | 9E15600 | $929086{ }^{\circ} \mathrm{O}$ | $926160^{\circ} \mathrm{O}$ | LTLL6100 | $2 E$ |
| 06itis．0 | Stıto $60^{\circ} \mathrm{O}$ | LLsse6＊O | 199560 ${ }^{\circ}$ | LTLL6T0 | 98 |
| 10021500 | \＃6856000 | LEOT760 | ¢659660 | LTLLOT＊ | SE |
| L8L6US＊O | とटE¢ $60^{\circ} \mathrm{O}$ | 1E1＜n6 ${ }^{\circ} \mathrm{O}$ | SIIL660\％ | LTLL6T＊O | n¢ |
| $1 \mathrm{malus}{ }^{\circ}$ | $699260^{\circ} 0$ | $680 \% 56^{\circ} \mathrm{O}$ | S18260 ${ }^{\circ}$ | CTLLOTOO | E |
| \＃SSsos＊0 | 99616000 | 252296＊0 | 58786600 | LTLL6t＊ | 25 |
| Cbseus．0 | 22116000 | ¢66126 ${ }^{\circ} \mathrm{O}$ | 60166500 | LTL26100 | $1 \varepsilon$ |
| \＃¢टてOs•0 | 085060．0 | ¢69146＊O | 68£666＊O | LTLL6T00 | 08 |
| 6entus．0 | $818680^{\circ} 0$ | C81t9600 | $659666^{\circ} 0$ | LTLL6T00 | 62 |
| Celous．0 | $261080^{\circ} 0$ | 12mi66 ${ }^{\circ} \mathrm{O}$ | $6718666^{\circ} 0$ | LTLL6T0 | 82 |
| ¢1E00s＊O | \＄19880 ${ }^{\circ}$ | 9¢17560 ${ }^{\circ} \mathrm{O}$ | 8E6066 ${ }^{\circ} \mathrm{O}$ | LTLL6T00 | 42 |
| $121005^{\circ} 0$ | 207880 ${ }^{\circ} \mathrm{O}$ | 867266 ${ }^{\circ} \mathrm{O}$ | Cl66660 | LTLL6T＊ | 92 |
| －9500Us ${ }^{\circ}$ | 1ヶ288000 | $666866^{\circ} \mathrm{O}$ | $000000 \cdot 1$ | LTLL6T0 | ¢2 |
| $000009^{\circ} 0$ | SETB60＊O |  | 000000•1 | LTLL6T0 | n2 |
| $00000{ }^{\circ} 0$ |  |  | 000000－1 | 11816100 | $\varepsilon 2$ |
| $00005^{\circ} \mathrm{O}$ |  |  | $000000{ }^{\text {－}}$ | 2c0ereio | 22 |
| $00000{ }^{\circ} \mathrm{O}$ |  |  | $000000 \cdot 1$ | 028502•0 | 12 |
| 0000us ${ }^{\circ} \mathrm{O}$ |  |  | $000000 \cdot 1$ | L1562200 | 02 |
| $000005^{\circ} \mathrm{O}$ |  |  | 000000•1 |  | 61 |
| 0000us＊0 |  |  | $000000^{\circ} 1$ | ETtrnでo | 81 |
| $00000{ }^{\circ} \mathrm{O}$ |  |  | $000000 \cdot 1$ | 18GTヶで0 | 41 |
| 0000us ${ }^{\circ}$ |  |  | $000000 \cdot 1$ | 86L日を20 | 91 |
| V000us．0 |  |  | $000000 \cdot 1$ | 619L5200 | 51 |
| vo000s ${ }^{\circ} \mathrm{O}$ |  |  | $000000^{\circ} \mathrm{I}$ | пてzLlで0 | \＃1 |
| $00000{ }^{\circ} \mathrm{O}$ |  |  | $000000 \cdot 1$ | 215cleou | ¢t |
| $00000{ }^{\circ} \mathrm{O}$ |  |  | $000000 \cdot 1$ | こSてZ0¢．0 | 21 |
| $00000{ }^{\circ} \mathrm{O}$ |  |  | $000000 \cdot 1$ | 8tezos．0 | 11 |
| 0000us＊0 |  |  | $000000^{\circ} \mathrm{T}$ | 928c5c． | 01 |
| $00000{ }^{\circ} \mathrm{O}$ |  |  | $000000 \cdot 1$ | 2800ッ5．0 | 6 |
| 0000us•0 |  |  | 000000•1 | OEて8LE＊O | 8 |
| $000005^{\circ} \mathrm{O}$ |  |  | $000000^{\circ} 1$ | \＄29865 ${ }^{\circ} \mathrm{O}$ | 2 |
| $00000{ }^{\circ} \mathrm{O}$ |  |  | $000000 \cdot 1$ | sigesto | 9 |
| $000009^{\circ} \mathrm{O}$ |  |  | $000000 \cdot 1$ | $156 \angle 05^{\circ} \mathrm{O}$ | 5 |
| $00000{ }^{\circ} \mathrm{O}$ |  |  | $000000^{\circ} 1$ | 96522900 | \＃ |
| $000009^{\circ} 0$ |  |  | $000000^{\circ} \mathrm{t}$ | 915cse ${ }^{\circ} \mathrm{C}$ | 5 |
| $0000{ }^{\circ} \mathrm{O}$ |  |  | $000000 \cdot 1$ | て！g9てで1 | 2 |
| coodus ${ }^{\circ}$ 9 |  |  | 000000＊1 | osesse•1 | 1 |
| $\left({ }^{5}\right.$ E）${ }^{\text {d }}$ |  | $I_{\text {I }}$ | $7^{1}$ | $F_{\lambda}$ | 7 |

Table 1 (Continued)
(c) Second-Cycle Output

| $\gamma_{1}$ |
| :---: |
| 1.289428 |
| 1.246234 |
| 0.869734 |
| 0.631502 |
| 0.530308 |
| 0.459863 |
| 0.419596 |
| 0.383004 |
| 0.359966 |
| 0.339399 |
| 0.321057 |
| 0.308926 |
| 0.295141 |
| 0.285924 |
| 0.275365 |
| 0.268966 |
| ก. 259780 |
| 0.252370 |
| 0.248639 |
| 0.239475 |
| 0.232638 |
| 0.232518 |
| 0.226330 |
| 0.222702 |
| 0.222479 |
| 0.222144 |
| 0.221685 |
| 0.220802 |
| 0.219179 |
| 0.217734 |
| 0.216464 |
| 0.214296 |
| 0.212477 |
| 0.210929 |
| 0.209570 |
| 0.208359 |
| $0.20725 ?$ |
| 0.205263 |
| 0.203034 |
| 0.201010 |
| 0.197337 |
| 0.194027 |
| 0.191041 |
| 0.188347 |
| 0.185934 |
| 0.122766 |
| 0.189051 |
| 0.177737 |
| 0.175761 |
| 0.174067 |
| 0.172607 |
| 0.171345 |
| 0.170250 |
| 0.169291 |
| 0.168451 |
| 0.167717 |
| 0.167059 |
| 0.166478 |
| 0.165963 |
| 0.165501 |
| 0.165085 |
| 0.164714 |
| 0.164377 |
| 0.164071 |
| 0.164071 |


| $r_{1}$ | $\mathrm{F}_{1}$ |
| :---: | :---: |
| 1.000000 |  |
| 1.000000 |  |
| 1.000000 |  |
| 1.000000 |  |
| 1.000000 |  |
| 1.000000 |  |
| 1.000000 |  |
| 1.000000 |  |
| 1.000000 |  |
| 1.000000 |  |
| 1.000000 |  |
| 1,000000 |  |
| 1.000000 |  |
| 1.000000 |  |
| 1.000000 |  |
| $1.000 n 0$ |  |
| 1.000000 |  |
| 1.000000 |  |
| 1.00000 |  |
| 1.00000 |  |
| 1.00000 |  |
| 1.00000 |  |
| 1.0000n0 |  |
| 1.000000 |  |
| 1.000000 | 0.996423 |
| 0.999968 | 0.991058 |
| 0.999921 | 0.984923 |
| 0.999807 | 0.977599 |
| 0.999528 | 0.966793 |
| 0.999187 | 0.958691 |
| 0.998800 | 0.950679 |
| 0.997939 | 0.936522 |
| 0.997015 | 0.925474 |
| n.996060 | 0.916032 |
| n.995084 | 0.907673 |
| 0.994104 | 0.900252 |
| 0.993134 | 0.893734 |
| 0.991235 | 0.882393 |
| 0.988940 | 0.870235 |
| 0.986838 | 0.859977 |
| ก.983025 | 0.842722 |
| 0.979713 | 0.828173 |
| 0.976901 | 0.816297 |
| 0.974530 | 0.806723 |
| 0.972352 | 0.799416 |
| ก.970160 | 0.791294 |
| 0.968320 | 0.785350 |
| 0.966923 | 0.781372 |
| 0.965871 | 0.778825 |
| 0.965100 | 0.777333 |
| 0.964548 | 0.776590 |
| 0.964147 | 0.776336 |
| 0.963872 | 0.776430 |
| 0.963710 | 0.776791 |
| 0.963622 | 0.777316 |
| 0.963582 | 0.777934 |
| 0.963589 | 0.778590 |
| 0.963624 | 0.779240 |
| 0.963665 | 0.779849 |
| 0.963714 | 0.780417 |
| 0.963772 | 0.780924 |
| 0.963812 | 0.781200 |
| 0.963824 | 0.781353 |
| 0.963786 | 0.781495 |
| 0.963786 | 0.781495 |



Table 1 (Cntinued)
(d) Third-CysIe Output

| $\gamma_{1}$ | $r_{1}$ | $F_{i}$ | $\gamma\left(\bar{s}_{i}\right) V\left(\bar{E}_{1}\right)$ |  |
| :---: | :---: | :---: | :---: | :---: |
| 1.266501 | 1.000000 |  |  | 0.500000 |
| 1.254028 | 1.000000 |  |  | 0.580000 |
| 0.860192 | 1.0000 0 |  |  | 0.500000 |
| 0.634064 | 1.000000 |  |  | 0.500000 |
| 0.530733 | 1.000000 |  |  | $0.5 n 0000$ |
| 0.456591 | 1.000000 |  |  | $0.5 n 0000$ |
| 0.421703 | 1.000000 |  |  | 0.500000 |
| 0.381936 | 1.0000n0 |  |  | $0.5 n 0000$ |
| 0.361582 | $1.00000{ }^{\circ}$ |  |  | 0.500000 |
| 0.336685 | 1.000000 |  |  | 0.500000 |
| 0.323336 | 1.000000 |  |  | 0.500000 |
| 0.308016 | 1.000000 |  |  | 0.500000 |
| 0.296127 | 1.000000 |  |  | 0.500000 |
| 0.286836 | 1.000000 |  |  | 0.500000 |
| 0.274256 | 1.000000 |  |  | 0.500000 |
| 0.273028 | 1.000nno |  |  | 0.510000 |
| 0.255299 | 1.000000 |  |  | 0.500000 |
| 0.258411 | 1.000000 |  |  | 0.500000 |
| 0.244207 | 1.000000 |  |  | 0.500000 |
| 0.246893 | 1.00no0n |  |  | 0.500000 |
| 0.231124 | 1.nonono |  |  | 0.500000 |
| 0.238464 | 1.000000 |  |  | 0.500000 |
| 0.228856 | 1.000000 |  |  | 0.500000 |
| 0.228698 | 1.000000 |  | 0.090103 | 0.500000 |
| n. 227880 | 1.00nono | 1. 9996765 | 0.089857 | 0.500002 |
| 0.226653 | 0.999969 | 00991913 | 0.090137 | 0.499934 |
| 0.225250 | 0.999976 | 00984147 | 0.090269 | 0.499975 |
| 0.223575 | 0.999809 | to974979 | 0.090466 | 0.500028 |
| 0.221103 | $0.9995 n 4$ | P0962748 | 0.090484 | 0.500114 |
| 0.219250 | 0.999124 | C0,953087 | 0.090647 | 0.500266 |
| 0.217418 | 0.998688 | r0.943028 | 0.091084 | 0.500473 |
| 0.214181 | 0.997722 | ra925195 | 0.091334 | 0.500827 |
| 0.211654 | 0.996676 | 00911427 | 0.091585 | 0.501219 |
| 0.209494 | 0.995587 | n. 299716 | 0.091801 | 0.501636 |
| 0.277583. | 0.994480 | 20, 389446 | 0.092004 | 0.502019 |
| 0.205885 | 0.993371 | C0880332 | 0.092185 | 0.502419 |
| 0.204395 | n.992270 | x0872578 | 0.092367 | 0.503017 |
| 0.201801 | n.990134 | tn 359650 | 0.092576 | $\bigcirc .5 \cap 3759$ |
| 0.199021 | 0.987608 | roau5919 | 0.092764 | 0.504486 |
| 0.196675 | ก.985279 | ro335114 | 0.092782 | 0.505327 |
| 0.192728 | 0.981202 | 60310114 | 0.092838 | 0.505868 |
| 0.189401 | 0.977791 | 10803883 | 0.092813 | 0.505973 |
| 0.186685 | 0.974984 | x0.792570 | 0.092773 | 0.505874 |
| 0.184493 | 0.972664 | r.723438 | 0.092776 | 0.505686 |
| 0.182825 | 0.970749 | x. 775226 | 0.092809 | $0.5 n 5461$ |
| 0.190967 | 0.968445 | $\mathrm{x}_{0} 767479$ | 0.092973 | 0.505205 |
| 0.179608 | 0.966669 | re760141 | 0.093184 | $0.505082^{\prime}$ |
| 0.178693 | -0.965284 | r. 754204 | 0.093458 | 0.505147 |
| 0.178116 | 0.964176 | r. 749268 | 0.094779 | 0.505444 |
| 0.177774 | 0.963287 | X.745097 | 0.094128 | 0.505892 |
| 0.177604 | 0.962568 | T0.741498 | 0.094495 | 0.506496 |
| 0.177546 | 0.961061 | 10738303 | 0.094874 | 0.507191 |
| 0.177568 | 0.961456 | $x_{0} 735444$ | 0.095250 | 0.507951 |
| 0.177650 | 0.961036 | T.732906 | 0.095615 | 0.508868 |
| 0.177770 | n.960678 | Yo730620 | 0.095972 | 0.50 .9631 |
| 0.177912 | n.960364 | r. 728528 | 0.096314 | 0.510526 |
| 0.17806 ? | 0.960n96 | x,726626 | 0.096635 | 0.511371 |
| ก.178210 | 0.959865 | $x^{6} 724891$ | 0.096935 | 0.512189 |
| 0.173350 | 0.959650 | x.723292 | 0.097215 | 0.512965 |
| 0.178480 | 0.959460 | T.721832 | 0.097468 | 0.513678 |
| 0.178596 | 0.959300 | Y.720524 | 0.097689 | 0.514316 |
| 0.178677 | 0.959147 | Y. 719320 | 0.097876 | 0.514873 |
| 0.178694 | 0.958997 | x.718118 | 0.098057 | 0.515319 |
| 0.178726 | 0.958824 | x.716949 | 0.098218 | 0.515705 |
| O.17872k | 0.958824 | (x.716949 |  |  |

Table 1 (Continued)
(e) Fourth-Cycle Output

| $\bar{\gamma}_{i}$ | $r_{1}$ | $F_{i}$ | $\gamma\left(\bar{E}_{i}\right) V\left(\bar{s}_{i}\right)$ | Y ( $\mathrm{E}_{1}$ ) |
| :---: | :---: | :---: | :---: | :---: |
| 1.271917 | 1.000000 |  |  | 0.500000 |
| 1.256058 | 1.000000 |  |  | 0.500000 |
| 0.848949 | 1.000000 |  |  | 0.500000 |
| 0.634431 | 1.000000 |  |  | 0.500000 |
| 0.531479 | 1.00000 |  |  | 0.500000 |
| 0.462507 | 1.000000 |  |  | 0.500000 |
| 0.421748 | 1.000000 |  |  | 0.500000 |
| 0.304453 | $1 \cdot 00000$ |  |  | 0.500000 |
| 0.382553 | 1.000000 |  |  | 0.500000 |
| 0.34173 A | 1.000000 |  |  | 0.500000 |
| 0.323672 | 1.000000 |  |  | 0.500000 |
| 0.310633 | 1.000000 |  |  | 0.500000 |
| 0.297019 | 1.000000 |  |  | 0.500000 |
| 0.290412 | 1.000000 |  |  | 0.500000 |
| 0.276336 | 1.000000 |  |  | 0.500000 |
| 0.273387 | 1.000000 |  |  | 0.500000 |
| 0.259625 | 1.000000 |  |  | 0.500000 |
| 0.261689 | 1.000000 |  |  | 0.500000 |
| 0.245839 | 1.000000 |  |  | 0.500000 |
| n.251166 | 1.000000 |  |  | $0.5 n 0000$ |
| 0.233806 | 1.000000 |  |  | 0.510000 |
| 0.243518 | 1.000000 |  |  | 0.500000 |
| 0.229782 | 1.00000 |  |  | 0.50000 |
| 0.234388 | 1,000000 |  | 0.091112 | 0.500000 |
| 0.233629 | 1.000000 | 0.997 .240 | $0.09 n 902$ | 0.499994 |
| 0.232492 | 0.999973 | 0.993101 | 0.090981 | 0.490977 |
| 0.230672 | 0.999935 | 0.986846 | 0.090794 | 0.409962 |
| 0.223523 | 0.999822 | 0.978536 | $0.09 n 908$ | 0.490963 |
| 0.225656 | 0.999918 | 0.965327 | 0.090864 | 0.499955 |
| 0.223392 | 0.999133 | 0.954610 | 0.090964 | 0.499990 |
| 0.221034 | n.998890 | 0.943433 | 0.091263 | 0.500002 |
| 0.216854 | n.0977n9 | 0.924031 | 0.091296 | 0.500080 |
| 0.213627 | 0.096636 | 0.909034 | 0.091420 | 0.500163 |
| n. 210882 | 0.995518 | 0.896102 | 0.091523 | 0.50025 ? |
| 0.209475 | 0.994380 | 0.884925 | 0.091603 | 0.500351 |
| 0.206339 | 0.993237 | 0.875097 | 0.091695 | 0.500459 |
| 0.204521 | n.992101 | 0.866754 | 0.091786 | 0.500612 |
| 0.201491 | 0.989903 | 0.853150 | 0.091856 | 0.500809 |
| 0.198273 | 0.987312 | 0.839009 | 0.091935 | 0.500987 |
| 0.195740 | 0.984936 | 0.828282 | 0.091834 | 0.501160 |
| 0.191756 | 0.980847 | 0.812182 | 0.091777 | 0.501011 |
| 0.188420 | 0.977533 | 0.799102 | 0.091611 | 0.500579 |
| 0.185769 | 0.974890 | 0.789167 | 0.091436 | 0.500003 |
| 0.183628 | 0.972772 | 0.781378 | 0.091294 | 0.499327 |
| 0.181938 | 0.971082 | 0.775415 | 0.091092 | 0.498439 |
| 0.179888 | 0.969144 | 0.768486 | 0.090891 | 0.497248 |
| 0.178168 | - 0.967761 | 0.762973 | 0.090656 | 0.496015 |
| 0.176776 | 0.966778 | 0.758849 | 0.090430 | 0.494775 |
| 0.175619 | 0.966066 | 0.755708 | Q.09n206 | 0.493600 |
| 0.174642 | 0.965557 | 0.753334 | 0.089979 | 0.492468 |
| 0.173798 | 0.965205 | 0.751536 | 0.089754 | 0.491385 |
| 0.173049 | 0.964950 | 0.750150 | 0.089532 | 0.490355 |
| 0.172379 | 0.964782 | 0.749097 | 0.089311 | 0.489383 |
| n. 171784 | 0.964682 | 0.748340 | 0.089091 | 0.498465 |
| 0.171248 | 0.964627 | 0.747779 | 0.088884 | 0.487604 |
| 0.170758 | 0.9646n0 | 0.747350 | 0.088683 | 0.486795 |
| 0.170312 | 0.964604 | 0.747052 | 0.088490 | 0.486036 |
| 0.169903 | 0.964624 | 0.746842 | 0.088308 | 0.485353 |
| 0.169531 | 0.964639 | 0.746672 | 0.088140 | 0.424726 |
| 0.169188 | 0.964660 | 0.746535 | 0.087984 | 0.484159 |
| 0.168882 | 0.964694 | 0.746439 | 0.087841 | 0.483837 |
| 0.168600 | 0.964715 | 0.746321 | 0.087712 | 0.4883184 |
| 0.168318 | n.964719 | 0.746040 | 0.087615 | 0.482772 |
| 0.168044 | 0.964640 | 0.745738 | 0.037567 | 0.482555 |
| n.163044 | n.9646R0 | 0.745738 |  |  |

Table 1 (Continued)
(f) Fifth-Cycle Output

| $\bar{\gamma}_{i}$ |
| :---: |
| 1.269060 |
| 1.263636 |
| n. 85607 ? |
| 0.643949 |
| 0.522249 |
| 0.469546 |
| 0.412426 |
| 0.392607 |
| 0.3559 .42 |
| 0.344056 |
| 0.322808 |
| 0.310298 |
| ก.297629 |
| 0.287643 |
| 0.278381 |
| 0.272735 |
| 0.260087 |
| 0.259569 |
| 0.247389 |
| ก.2498n7 |
| 0.234399 |
| 0.241476 |
| 0.238547 |
| n.234110 |
| 0.233464 |
| 0.232494 |
| 0.231030 |
| 0.229085 |
| n. 225992 |
| 0.223483 |
| 0.220867 |
| 0.216324 |
| 0.212814 |
| 0.209786 |
| 0.207169 |
| 0.204869 |
| 0.202915 |
| n. 109731 |
| 0.196420 |
| 0.193900 |
| n.19014n |
| 0.187077 |
| 0.184751 |
| 0.182928 |
| 0.181532 |
| 0.179910 |
| 0.178619 |
| 0.177654 |
| 0.176919 |
| 0.176363 |
| 0.175947 |
| 0.175617 |
| 0.175371 |
| 0.175194 |
| 0.175062 |
| 0.174962 |
| 0.174892 |
| n. 174843 |
| 0.174803 |
| 0.174771 |
| 0.174748 |
| 0.174721 |
| 0.174655 |
| 0.174584 |
| n. 174584 |



| $\mathrm{F}_{1}$ | $\gamma\left(\overline{\mathbf{s}}_{i}\right) V\left(\overline{\mathbf{s}}_{i}\right)$ | $\Psi\left(\bar{s}_{1}\right)$ |
| :---: | :---: | :---: |
|  |  | 0.500000 |
|  |  | 0.500000 |
|  |  | 0.500000 |
|  |  | 0.500000 |
|  |  | 0.500000 |
|  |  | 0.500000 |
|  |  | 0.500000 |
|  |  | 0.500000 |
|  |  | 0.500000 |
|  |  | 0.500000 |
|  |  | 0.500000 |
|  |  | 0.500000 |
|  |  | 0.500000 |
|  |  | 0.500000 |
|  |  | 0.500000 |
|  |  | 0.500000 |
|  |  | 0.500000 |
|  |  | 0.500000 |
|  |  | 0.500000 |
|  |  | 0.500000 |
|  |  | 0.500000 |
|  |  | 0.500000 |
|  |  | 0.500000 |
|  | 0.091507 | 0.500000 |
| 0.998496 | 0.091229 | 0.500000 |
| 0.996239 | 0.091179 | 0.499982 |
| 0.991613 | 0.091047 | 0.499943 |
| 0.983635 | 0.091166 | 0.499901 |
| 0.970279 | 0.091033 | 0.499891 |
| 0.959335 | 6-091060 | 0.499862 |
| 0.947904 | 0.091243 | 0.499804 |
| 0.928225 | 0.091154 | 0.499801 |
| 0.912886 | 0.091188 | 0.499807 |
| 0.899572 | 0.091209 | 0.499805 |
| 0.888072 | 0.091228 | $0.49984 n$ |
| 0.877886 | 0.091285 | 0.499857 |
| 0.869197 | 0.091343 | 0.499923 |
| 0.855091 | 0.091392 | 0.50060 |
| 0.840415 | 0.091498 | 0.500221 |
| 0.829330 | 0.091469 | 0.500474 |
| 0.1812872 | 0.091552 | 0.500631 |
| 0.799559 | 0.091536 | 0.500700 |
| 0.789465 | 0.091535 | 0.500705 |
| 0.781430 | 0.091577 | 0.5 n0706 |
| 0.775108 | 0.091617 | 0.500694 |
| 0.767483 | 0.091725 | 0.500891 |
| 0.761169 | 0.091812 | 0.500678 |
| 0.756164 | 0.091918 | 0.500737 |
| 0.752042 | 0.092042 | 0.500891 |
| 0.748590 | 0.092174 | 0.501074 |
| 0.745661 | 0.092314 | 0.501310 |
| 0.743115 | 0.092460 | 0.501585 |
| 0.740882 | 0.092609 | 0.501899 |
| 0.738933 | 0.092755 | 0.502234 |
| 0.737202 | 0.092901 | 0.502613 |
| 0.735642 | 0.093042 | 0.502990 |
| 0.734245 | 0.093178 | 0.503350 |
| 0.732977 | 0.093309 | 0.503721 |
| 0.731791 | 0.093437 | 0.504073 |
| 0.730724 | 0.093548 | 0.504419 |
| 0.729778 | 0.093651 | 0.504733 |
| 0.728902 | 0.093734 | 0.504993 |
| 0.728006 | 0.093820 | 0.505224 |
| 0.727081 | 0.093917 | 0.505445 |
| 0.727081 |  |  |

Table 1 (Continued)
$\bar{\gamma}_{1}$ 1.271633 1.261810 0.260971 0.04055 B 0.525443 0.468972 0.416131 0.389889 0.358224 0.343261 0.322768 0.312304 0.295905 0.291081
0.276124 n. 273113 0.262290 0.258925 0.251251 2. 2444392 0.233672 0.240628 0.234083
0.233731 0.233203 0.232120
0.230252 n. 2227126 0.224808
0.221788 0.217282 0.213691 0.210575
0.207883 ก. 205493 0.203465 0.200162 0.196727 0.190280 0.197163 0.184801 0.182920 0.181440 0.179655
0.178177 0.177005 $0.17604 n$ 0.175232 0.174347 0.173951
0.17342 A 0.172972 0.172567 0.172202 0.171874 0.171577 . 171300 0.171050
0.170829 0.170624 n. 170414 0.170198 0.170198



```
-115-
```

Table 1 (Continued)
(h) Seventh-Cycle Output

| $Y_{f}$ | $r_{1}$ | $\mathrm{F}_{1}$ |
| :---: | :---: | :---: |
| 1.271061 | 1.000000 |  |
| 1.254481 | 1.000000 |  |
| 0.866262 | 1.000000 |  |
| 0.635018 | 1.000000 |  |
| 0.530354 | 1.000000 |  |
| 0.481876 | 1.000000 |  |
| 0.422413 | 1.000000 |  |
| 0.382045 | 1.000000 |  |
| 0.364705 | 1.000000 |  |
| 0.339105 | 1.000000 |  |
| 0.324460 | 1.000000 |  |
| 0.308764 | 1.000000 |  |
| n. 300068 | 1.000000 |  |
| 0.284999 | 1.000000 |  |
| 0.281494 | 1.000000 |  |
| 0.269821 | 1.000000 |  |
| 0.265322 | 1.000000 |  |
| 0.253623 | 1.000000 |  |
| $0.25322 ?$ | 1.000000 |  |
| n. 242353 | 1.000000 |  |
| N.240902 | 1.000000 |  |
| 0.236942 | 1.000000 |  |
| 0.232114 | 1.000000 |  |
| $0.2326 n 9$ | 1.000000 |  |
| 0.232353 | 1.000000 | 0.998683 |
| 0.231969 | 0.999971 | 0.996708 |
| 0.231358 | 0.999935 | 0.993748 |
| 0.229970 | 0.999836 | 0.987656 |
| 0.226920 | 0.999547 | 0.975060 |
| 0.224340 | 0.999174 | 0.964639 |
| 0.221728 | 0.998756 | 0.913791 |
| 0.217185 | n.9978n6 | 0.934536 |
| 0.213569 | 0.996749 | 0.919129 |
| 0.210432 | 0.995641 | 0.909726 |
| 0.207732 | n.994501 | 0.894086 |
| 0.205339 | 0.993354 | 0.883698 |
| 0.203288 | 0.992209 | 0.874765 |
| 0.19992A | 0.989965 | 0.860088 |
| n. 196426 | 0.987303 | 0.844797 |
| 0.193793 | -0.984940 | 0.833261 |
| n.189949 | 0.980622 | 0.816384 |
| 0.188900 | 0.977290 | 0.803084 |
| 0.184632 | 0.974691 | 0.793214 |
| 0.182854 | 0.972639 | 0.785401 |
| 0.181478 | 0.971017 | 0.779278 |
| 0.179894 | 0.969211 | 0.771976 |
| 0.178547 | 0.967985 | 0.746016 |
| 0.177550 | 0.967154 | 0.761364 |
| n. 176755 | 0.966556 | 0.757541 |
| 0.176120 | 0.966123 | 0.754352 |
| 0.175611 | 0.965826 | 0.751676 |
| 0.175194 | 0.965597 | 0.749365 |
| 0.174854 | 0.965429 | 0.747409 |
| 0.174577 | 0.065310 | 0.745705 |
| 0.174341 | 0.965217 | 0.744202 |
| 0.174140 | 0.065135 | 0.742855 |
| $0.17307 A$ | 0.965077 | 0.741679 |
| 0.173838 | 0.965033 | 0.740622 |
| 0.173708 | 0.964980 | 0.739634 |
| 0.173591 | 0.964934 | 0.738738 |
| 0.173493 | 0.964898 | 0.737944 |
| 0.173404 | 0.964851 | 0.737227 |
| 0.173288 | 0.964808 | 0.736448 |
| 0.173196 | 0.964687 | 0.735618 |
| 0.173158 | 0.964687 | $0.73561{ }^{\circ}$ |


| $\gamma\left(\bar{s}_{i}\right) V\left(\bar{E}_{1}\right)$ | $\Psi\left(E_{1}\right)$ |
| :---: | :---: |
|  | 0.500000 |
|  | 0.500000 |
|  | 0.500000 |
|  | 0.500000 |
|  | 0.500000 |
|  | 0.500000 |
|  | 0.500000 |
|  | 0.500000 |
|  | $0.5 n 0000$ |
|  | 0.510000 |
|  | 0.500000 |
|  | 0.500000 |
|  | 0.500000 |
|  | 0.500000 |
|  | $0.5 n 0000$ |
|  | 0.500000 |
|  | 0.500000 |
|  | 0.500000 |
|  | 0.500000 |
|  | 0.50000 |
|  | $0.50000 n$ |
|  | $0.50000 n$ |
|  | 0.500000 |
| 0.091379 | 0.500000 |
| 0.091356 | 0.500000 |
|  | - 5n003 |
| 0.091438 | $0.50003 n$ |
| 0.091371 | 0.500029 |
| 0.091525 | 0.500015 |
| 0.091357 | 0.500053 |
| 0.091300 | 0.500041 |
| 0.091416 | 0.500038 |
| $0.091300^{\circ}$ | 0.500021 |
| 0.091297 | 0.500014 |
| 0.091276 | 0.50002 R |
| 0.091275 | 0.500023 |
| 0.091304 | 0.500017 |
| . 0.091343 | - 500017 |
| 0.091343 | 0.500032 |
| 0.091364 | 0.500071 |
| 0.091451 | 0.500120 |
| 0.091423 | 0.500273 |
| 0.091502 | 0.500343 |
| 0.091474 | 0.500377 |
| 0.091465 | 0.500395 |
| 0.091496 | 0.500427 |
| 0.091505 | 0.500478 |
| 0.091564 | 0.50047 A |
| 0.091589 | 0.500504 |
| 0.091627 | 0.500524 |
| 0.091678 | 0.500602 |
| 0.091732 | 0.50066A |
| 0.091791 | 0.510762 |
| 0.091853 | 0.510834 |
| 0.091916 | 0.501023 |
| 0.091975 | 0.501172 |
| 0.092036 | 0.501322 |
| 0.092097 | 0.501486 |
| 0.092153 | 0.501650 |
| 0.092209 | 0.501802 |
| 0.092261 | 0.501968 |
| 0.092310 | 0.502083 |
| 0.092353 | 0.502232 |
| 0.092385 | 0.502351 |
| 0.092428 | 0.502423 |
| 0.092493 | 0.502543 |

Table 1 (Continued) (i) Eighth-Cycle Output

Fable 1 (Continued) (i) Ninth-Cycle Output

| 1 | $\mathrm{Y}_{1}$ | $r_{i}$ | $\mathrm{F}_{1}$ | $\gamma\left(\xi_{i}\right) v\left(\bar{s}_{i}\right)$ | $\Psi\left(\bar{B}_{i}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1.270074 | 1.000000 |  |  | 0.500000 |
| 2 | 1.260353 | 1.000000 |  |  | 0.500000 |
| 3 | 0.860434 | 1.000000 |  |  | 0.500000 |
| 4 | 0.640344 | 1.000000 |  |  | $0.50000 n$ |
| 5 | 0.525406 | 1.0000069 |  |  | 0.500000 |
| 6 | 0.466176 | 1.000000 |  |  | 0.500000 |
| 7 | 0.416626 | 1.000000 |  |  | 0.500000 |
| 8 | 0.350584 | 1:000000 |  |  | 0.500000 |
| 9 | 0.355112 | 1 i $0^{2} 00000$ |  |  | 0.500000 |
| 10 | 0.346908 | $1.000 \pi{ }^{\text {a }}$ |  |  | 0.500000 |
| 11 | 0.317994 | 1.000000 |  |  | 0.500000 |
| 12 | 0.316176 | 1.0000 mb |  |  | 0.500000 |
| 13 | n. 291004 | 1.000000 |  |  | 0.500000 |
| 14 | 0.294754 | 1.0000 st |  |  | 0.500000 |
| 15 | 0.273336 | 1 - 100006 |  |  | 0.580000 |
| 16 | 0.274944 | $1.00 n 00 \%$ |  |  | 0.500000 |
| 17 | 0.258086 | $1.0050 \%$ |  |  | 0.500000 |
| 18 | 0.281792 | 1.0000 cm |  |  | 0.500000 |
| 19 | 0.245253 | 1.0000 cm |  |  | 0.500000 |
| 20 | 0.250829 | 1.0000 ms |  |  | 0.500000 |
| 21 | 0.233095 | 1.000000 |  |  | $0.5 n 000 n$ |
| 22 | 0.242606 | 1.0060 sm |  |  | 0.500000 |
| 23 | 0.229599 | $1 . \mathrm{nogars}$ |  |  | $0.5 n 000 n$ |
| 24 | 0.233399 | 1.000006 |  | 0.091345 | 0.500000 |
| 25 | 0.232788 | 1. nonceas | 0.997828 | 0.091402 | 0.499997 |
| 26 | 0.231872 | 0.999972 | 0.904569 | 0.091493 | 0.500013 |
| 27 | 0.230828 | 0.9999338 | 0.990671 | 0.091290 | 0.500029 |
| 28 | 0.229539 | 0.9998138 | 0.985459 | 0.091385 | 0.500044 |
| 29 | 0.226670 | 0.9995745 | 0.973563 | 0.091296 | 0.500057 |
| 30 | 0.224196 | 0.9991 136 | 0.962894 | 0.091312 | 0.500041 |
| 31 | 0.221711 | 0.99875 | 0.952051 | 0.091455 | 0.500079 |
| 32 | 0.217335 | 0.997max | 0.933213 | 0.091364 | 0.500087 |
| 33 | 0.213794 | 0.9967935 | 0.918017 | O.091371 | 0.500074 |
| 34 | 0.210678 | 0.9956-53 | 0.904749 | 0.091341 | 0.500093 |
| 35 | 0.207968 | 0.99453 zam | 0.893266 | 0.091324 | 0.500073 |
| 36 | n. 205580 | 0.9933 mz | 0.883024 | 0.091342 | 0.500101 |
| 37 | 0.203522 | 0.992933 | 0.874116 | 0.091380 | 0.500125 |
| 38 | 0.200100 | 0.969937 | 0.859340 | 0.091380 | 0.500150 |
| 39 | 0.196534 | 0.987987 | 0.843924 | 0.091460 | 0.500154 |
| 40 | 0.193834 | 0.9848058 | 0.832196 | 0.091429 | 0.500247 |
| 41 | 0.189901 | 0.980sivic | 0.815117 | 0.091489 | 0.50278 |
| 42 | 0.186841 | $0.9773 \times 6$ | 0.3 C1884 | 0.091447 | 0.500285 |
| 43 | 0.184593 | 0.9747 \% 0 | 0.792155 | 0.091431 | 0.50031 A |
| 44 | 0.182822 | 0.9727 mm | 0.794438 | 0.091455 | 0.50033 h |
| 45 | 0.181438 | 0.971293 | 0.778384 | 0.091450 | 0.500364 |
| 46 | 0.179807 | 0.909301 | 0.771217 | 0.091488 | 0.500391 |
| 47 | 0.178499 | 0.968163 | 0.765425 | 0.091492 | 0.500426 |
| 48 | 0.177498 | 0.9674 .16 | 0.760934 | 0.091507 | 0.500465 |
| 49 | 0.176867 | $0.966{ }^{\text {a }}$ 25 | 0.757240 | 0.091533 | 0.500493 |
| 50 | 0.176023 | n.9668321 | 0.754174 | 0.091555 | 0.500532 |
| 51 | 0.175483 | 0.966057 | 0.751629 | 0.091580 | 0.500572 |
| 52 | 0.175029 | 0.96 cider 4 | 0.749455 | 0.091608 | 0.500651 |
| 53 | 0.174647 | 0.9659 man 5 | 0.747594. | 0.091633 | 0.500708 |
| 54 | 0.174327 | 0.963081 | 0.746005 | 0.091657 | 0.500774 |
| 55. | 0.174051 |  | 0.744597 | 0.091686 | 0.500822 |
| 56 | 0.173810 | 0.9655972 | 0.743336 | 0.091715 | 0.500910 |
| 57 | 0.173506 | 0.9857122 | 0.742247 | 0.091737 | $0.54099 ?$ |
| 58 | 0.173424 | 0.965691 | 0.741279 | 0.091762 | 0.501054 |
| 59 | 0.173262 | 0.9636388 | 0.740380 | 0.091786 | 0.50112 h |
| 60 | 0.173114 | 0.96563s | 0.739569 | 0.091806 | 0.501171 |
| 61 62 | 0.172984 | 0.9656in | 0.738842 | 0.091827 | 0.501234 |
| 62 | 0.172866 | n.965smio | 0.738184 | 0.091835 | 0.501305 |
| 63 | 0.172726 | d.965s384 | 0.737466 | 0.091859 | 0.501304 |
| 64 | 0.172572 | 0.965 His 28 | 0.736683 | 0.091911 | 0.501392 |
| 65 | 0.172572 | ก.96\%㐌28 | 0.736685 |  |  |
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Table 1 (Continued)
(k) Tenth-Cycle Output

[^0]| $r_{1}$ | $F_{1}$ |
| :---: | :---: |
| 1.000000 |  |
| 1.000000 |  |
| 1.000000 |  |
| 1.0000no |  |
| 1.00000 |  |
| 10000000 |  |
| 1.000000 |  |
| 10000000 |  |
| 1.000000 |  |
| 1.000000 |  |
| $1 \cdot 000000$ |  |
| 1.000000 |  |
| 1.000000 |  |
| 1.000000 |  |
| 1.000000 |  |
| 1.000000 |  |
| 1.000000 |  |
| 1.000000 |  |
| 1:00n000 |  |
| 1.000000 |  |
| 1.000000 |  |
| 1.000000 |  |
| $1.0000 n 0$ |  |
| 1.000000 |  |
| 1.000000 | 0.0.997512 |
| n.999046 | 0.993780 |
| 0.999927 | 0.988629 |
| 0.999818 | 0.982495 |
| n.999521 | 0.970573 |
| 0.999143 | 0.960284 |
| 0.998722 | 0.949560 |
| n.997769 | 0.930477 |
| 0.996713 | 0.915384 |
| n. 995608 | 0.902304 |
| 0.994476 | 0.890992 |
| 0.993331 | 0.880799 |
| n.992181 | 0.871798 |
| 0.989935 | 0.856989 |
| 0.987276 | 0.841663 |
| 0.984799 | 0.829968 |
| n.980556 | 0.812910 |
| 0.977256 | 0.799787 |
| 0.974694 | 0.790181 |
| n.9736R2 | 0.782557 |
| 0.971099 | 0.7716607 |
| 0.969769 | $0.763+10$ |
| n.968931 | 0.763964 |
| 0.967485 | 0.759610 |
| 0.966979 | 0.756079 |
| n.966632 | 0.753193 |
| 0.966418 | 0.750823 |
| n.966262 | 0.748811 |
| 0.966160 | 0.747092 |
| 0.966102 | 0.745643 |
| n.966069 | 0.744397 |
| 0.966039 | 0.743293 |
| 0.966020 | 0.742333 |
| 0.966018 | 0.741494 |
| 0.9660n3 | n. 740723 |
| 0.965997 | 0.740038 |
| n.965992 | 0.739420 |
| 0.965963 | 0.738854 |
| 0.96595h | 0.738221 |
| n.965844 | 0.737518 |
| 0.96 .5844 | 0.737518 |
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Table 2

Summary of Results of Caiculations of Slipstream Contraction in the Static Case

|  | Slipstresm Contraction Ratio, $\phi$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Cylindrical Shrouds | Corical Shrouds |  |  | Parabolic-Cambered Shrouds |  |  |
| ${ }_{\ell / r_{N}}^{\tan } \alpha_{N}$ | 0 | 0.08 | 0.16 | 0.24 | 0.08 | 0.16 | 0.24 |
| 0.05 | ( (0.835)) |  |  |  | - |  |  |
| 0.10 | 0.884 |  |  | ( $(1.008)$ ) |  |  | 0.945 |
| 0.20 | 0.934 |  |  |  |  |  |  |
| 0.40 | 0.974 | 1.016 | 1.062 | 1.111 | 1.000 | 1.027 | 1.056 |
| 1.00 | 0.998 | 1.041 | 1.087 | 1.136 | 1.030 | 1.064 | 1.099 |
| 2.00 |  |  |  | (1.136) |  |  | (1.117) |

The results are for twer'y-iterative-cycle calculations, except that data in single parentheres are from ten-cycle calculations, in cases giving rapid convergence; and data in double parentheses are from tencycle calculations, with gooz estimate of slipstream representation at first cycle, in cases giving slow convergence.


Figure 1-Approximation of the Vortex Distribution on a Shroud and Slipstream by a Vortex Distribution on a System
of Cone-Frustum Segments


Figure 2 - Approximation of Slipstream Boundary Conditions at Various Stages of a Twenty-Iterative-Cycle Calculation. Cylindrical Shroud;

$$
\ell / \vec{r}_{\mathrm{N}}=0.2 ; \mathrm{U}=0
$$



Figure 3 - Effect of Halving the Number, $N$, of Cone-Frustum Segments Used to Approximate the Shroud. Parabolic-Cambered Shroud;

$$
\ell=0.4 ; \bar{r}_{N}=1.0 ; \tan \alpha_{N}=0.24 ; \Psi_{0}=\frac{1}{2} ; U=0
$$

$$
-124-
$$

|  | N |
| :--- | :--- |
| 0 | 24 |
| $\Delta$ | 12 |


(b) Slipatream Shapes After 20 Cycles (Wote exasgerated m-acale)

(c) $\gamma\left(\bar{B}_{i}\right) V\left(a_{i}\right)$ After 20 Cycles

Tigure 3 (Concluded)


Figure 4 - Effect of Halving the Length, $X_{\mathbb{N}+M}$, of the System of Cone-Frustum Segments.
Parabolic-Cambered Shroud; $\ell=0.4 ; \bar{r}_{N}=1.0 ; \tan \alpha_{N}=0.24 ; \Psi_{0}=\frac{1}{2} ; U=0$
(a) Vortex Distributions After 20 Cycles

$$
\text { (poprifawog) }>\text { exn8f] }
$$




Figure 5 - Slipstream Contraction Ratio for Cylindrical Shrouds. (Static Case)


Figure 6 - Vortex Distributions on Cylindrical Shrouds and Their Slipstream (20-Cycle Calculations). $\Psi_{0}=\frac{1}{2} ; U=0 ; \tilde{r}_{N}=1.0$


Figure 7 - Slipstream Contraction Ratio for Conical Shrouds. (Static Case)


Figure 8 - Slipgtream Contraction Ratio for Parabolic-Cambered Shrouds. (Static Case)

$$
\cdot-1 \overline{3} 1-1
$$



Figure 9 - Effect of Trailing-Edge Divergence Angle on Slipstream Contraction Ratio
(Data From Table 2)


Figura 10 - Silpatream Contraction at Finite Thrust Coefficients. Cylindrical shrouds
(a) Various Eatimates; $l / I_{n}=0.4$


Figure 10 (Concluded)
(b) Egtimates From $\gamma\left(\bar{s}_{R}\right) V\left(\bar{B}_{\mathrm{N}}\right)$ at First Cycle of Static-Case Calculation


Figure 11 - Velocity Distribution Along the Interior Wall of a Duct (a) Section of a Periodic Duct


Figure 11 (Concluded)
(b) Transition Between Cylindrical Ducts

$$
-136
$$



Figure 12 - Velocity Distribution on the Inlet to a Circular Cylindrical Duct. Mean Internal Axial Velocity $=1.0$



Figure 13 - Velocity Distribution on a Nearly Closed Annular Airfo


Figure 14 - Velocity Distribution on a Nearly Closed Sphere
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